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Foreword

ISO (the International Organization for Standardization) is, 4 worldwide
federation of national standards bodies (ISO member bodies): [The work of
preparing International Standards is normally carried\ out through 1SO
technical committees. Each member body interested in a subjgct for which
a technical committee has been established has the'right to be fepresented
on that committee. International organizations{)governmentgl and non-
governmental, in liaison with ISO, also take part in the|work. ISO
collaborates closely with the International\ Electrotechnical Commission
(IEC) on all matters of electrotechnical standardization.

Draft International Standards adopted by the technical committees are
circulated to the member bodies;for voting. Publication as an [nternational
Standard requires approval by at least 75 % of the member bodies casting
a vote.

International Standard{{SO 12491 was prepared by Technical Committee
ISO/TC 98, Bases far design of structures, Subcommittee SC R, Reliability
of structures.

Annex A of this' International Standard is for information only.
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Introdu

ction

Quality comtrol of building materials and components is, according fo

I1ISO 2394,

an indispensable part of an overall concept of structural

reliability. As quality control is generally a time-consuming and expensive
task, varioys operational techniques and activities have been developed to
fulfil quality requirements in building. It appears that properly employed
statistical methods can provide efficient, economic and effective means of

quality con
performed.
techniques
building or

Described

rol, particularly when expensive and destructive tests are to be
The purpose of this International Standard is to provide general
for quality control of building materials and components used in
bther civil engineering works.

echniques consist predominantly of classical statistical methods

of common interest for all the participants in the building process. For.other
more sophisticated techniques and specific problems, existing statistical
standards ljsted in annex A should be applied.
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Statistical methods for quality control of building
materials and components

ontrol of buiding materials and components in compliance with
the safety|and serviceability requirements of ISO 2394.

This International Standard is applicable to all buildings and other civil engineering
work, existing or under construction, whatever the nature or combination of the
materials|used, for example concrete, steel, wood, bricks.

2 Normadtive references

The following standards contain provisions which, through reference in this text,
constitutg provisions of this International Standard. At.the time of publication, the
editions indicated were valid. All standards are subject to revision, and parties to
agreemenfts based on this International Standard. are encouraged to investigate the
possibility of applying the most recent editions’ of the standards indicated below.
Members|of IEC and ISO maintain registers of currently valid International Standards.

ISO 2394|—', General principles on reliability for structures.

ISO 3534-1:1993, Statistics — Voeabulary and symbols — Part 1: Probability and
general statistical terms.

ISO 3534-2:1993, Statistics—~—Vocabulary and symbols — Part 2: Statistical quality
control.

3 Definlitions

For the purposes of this International Standard, the definitions given in ISO 3534-1 and
ISO 3534{2; and the following definitions, apply.

NOTE - The terms and their definitions are listed in the order corresponding to their appearance
in the main text. An alphabetic list of these terms with numerical references to subclauses where
the terms appear is given in the index.

3.1 quality control: Operational techniques and activities that are used to fulfill
requirements for quality.

3.2 statistical quality control: That part of quality control in which statistical
methods are used (such as estimation and tests of parameters and sampling inspection).

' To be published. (Revision of ISO 2394:1986)
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3.3 unit: Defined quantity of building material, component or element of a building or
other civil engineering work that can be individually considered and separately tested.

3.4 population: Totality of units under consideration.

3.5 (random) variable, X: A variable which may take any of the values of a specified
set of values and with which is associated a probability distribution.

NOTE - A random variable that may take only isolated values is said to be "discrete". A random
variable which may take any value within a finite of infinite interval is said to be "continuous".

3.6 (pr(;Eability) distribution: A function which gives the probability that a variable
X takes any given value (in the case of a discrete variable) or belongs to a given.set of
values (in|the case of a continuous variable).

3.7 distribution function, Il(x): A function giving, for every value of x;the probability
that the vlariable X is less than or equal to x:

H(x :Pr(XS x)

3.8 (probability) density function, flx): The derivative (when it exists) of the
distributipn function:

dIT x)
fla)= 22
dx
3.9 (population) parameter: Quantity used-in describing the distribution of a random

variable 1

3.10 fra

h a population.

ptile, x: If X is a continuous variable and p is a real number between 0 and 1,

the p-fradtile is the value of the variable X for which the distribution function equals p.
Thus x, i$ a p-fractile if

PX<x)=p

3.11
density f(

u:

p

(population)-mean, pu: For a continuous variable X having the probability

x), the.mean, if it exists, is given by

the integral being extended over the interval(s) of variation of the variable X.

3.12 (population) variance, ¢*: For a continuous variable X having the probability
density function flx), the variance, if it exists, is given by

o’ =

JE-n) f(x)dx

the integral being extended over the interval(s) of variation of the variable X.

©1SO
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3.13 (population) standard deviation, c: Positive square root of the
variance ¢°.

population

3.14 standardized variable: A random variable, the mean of which equals zero and

the standard deviation of which equals 1. If the variable X has a mean equal

tou and a

standard deviation equal to o, the corresponding standardized variable is given as

X —-w)lo

NOTE - The distribution of the standardized variable is called "standardized distribution".

3.15 normal distribution: Probability distribution of a continuous variaple X, the

probability density function of which is

Fx)= 1 exp _l(x—u)2

c2n 2\ ©

3.16 log-normal distribution: Probability distribution of a continuous
which can take any value from x, to +eo, or from —oo to'x,.

In the former, more frequent, case the probability.density function is given as

2
_ 1 1 ln(x—xo)—uyj
10 (x_xo)cymex{ 2( =

where

X2 X0
1, and o, are, respectively, the mean and the standard deviation of the new

Y =1In (X—xf)

In the latter; less frequent, case the sign of the brackets (X—x;) and (x—x
changed. Note that the variable Y has a normal distribution.

yvariable X

variable;

)) is to be

3.17- (random) sample: One or more sampling units taken from a population in such a

way that each unit of the population has the same probability of being taken.

3.18 (sample) size, n: Number of sampling units in the sample.

3.19 sample mean, x: Sum of n values x, of sampling units divided by the sample size
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3.20 sample variance, s Sum of n squared deviations from the sample mean X
divided by the sample size n minus 1:

S2=

1 —\2
1> %)

3.21 sample standard deviation, s: Positive square root of the sample variance s”.

3.22 estimation: Operation of assigning, from observations on a sample, numerical

values to

the parameters of a distribution chosen as the statistical model of the

111111

populatio

3.23 estlimator: Function of a set of the sample random variables used to estimate a

populatiol

3.24 est|

L parameter.

fmate: Value of an estimator obtained as a result of an estimation.

3.25 confidence level, y: Given value of the probability associated with a confidence

interval.

NOTE - In

ISO 3534-1, it is designated (1—Qt ).

3.26 two-sided confidence interval: When 7 .dand 7. are two functions of the

observed
<6<T)]1
and less t

1 2

values such that, ® being a parameter tatbe estimated, the probability P. (T,
s at least equal to the confidence level y(where y is a fixed number, positive
han 1), the interval between T, and T,is a two-sided y confidence interval for 6.

3.27 one-sided confidence interval:)When T is a function of the observed values

such that
or the prd
number, }
to T (or
confidenc

3.28 out
as to sugg

8 being a population parameter to be estimated, the probability P. (T > 6)
bability P (T < 0) is at least equal to the confidence level y (where vy is a fixed
positive and less than(1);"the interval from the smallest possible value of 6 up
he interval from the)T up to the largest possible value of 8) is a one-sided y
e interval for 6.

liers: Observations in a sample, so far separated in value from the remainder
est that'they may be from a different population.

3.29 (st

tistical) test: Statistical procedure to decide whether a hypothesis about the
distributitmﬁm—mmpﬁmmmmmW

3.30 (statistical) hypothesis: Hypothesis, concerning the population, which is to be
accepted or rejected as the outcome of the test using sample observations.

3.31 significance level, o: Given value, which is the upper limit of the probability of
a statistical hypothesis being rejected when this hypothesis is true.

3.32 number of degrees of freedom, v : In general, the number of terms in a sum
minus the number of constraints on the terms of the sum.
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3.33 y *-distribution: Probability distribution of a continuous variable x * which can
take any value from 0 to o , the probability density function of which is

2. (12 )(V/ZH x°
fv)=m e | -5

22 T (v/2) 2
where
¥ > 0 with a parameter (number of degrees of freedom)v =1, 2, 3,..;
E 1:5 the gommq function

3.34 t-distribution: Probability distribution of a continuous variable #which can take
any value from —oo to +eo, the probability density function of which is

r[v+1) /2] 1

1
FEv)=75 “rei9

(1+ 27y )(v+1) 2

where

—o0 < t < +o0 with a parameter (number of degrees of freedom) v =1, 2, 3,..;

I' is the gamma function.

3.35 noncentral t-distribution: Probability distribution of a continuous [variable ¢
which can take any value from —oo 0+, the probability density function of which is

1 1
tv,0)= X
f( ) TV 2(v—1)/21,(V /2) (1+t2 /V)(V+1)/2
2
X ex ——VEZ—— Tzvexp 1 Z—L dz
2(V +t2) 0 2 W/V+t2
where

oo < t < +o with two parameters; i.e. number of degrees of freedom v and
nencentrality parameter .

3.36 F-distribution: Probability distribution of a continuous variable F which can take
any value from 0 to +e, the probability density function of which is

I“[(v1+v2)/2]

F(v1/2)—1
f(F;vy,v,)= l

)V1/2 V2/2

Vv, /2) F(Vz /2) (V1 2 (V1 F+v2)("1+V2)/2
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F > 0 with parameters (numbers of degrees of freedom) v, ,v, =1, 2, 3,...;

I'is

3.37 lot:

the gamma function.

Definite quantity of units, manufactured or produced under conditions which

are presumed uniform.

NOTE - In

statistical quality control in building, a lot is usually equivalent to a "batch" and is

considered as a "population".

2 2Q icnl
DO ADUS

or collecte

NOTE - In

13 A 1 4 VR Y W] £l 4 i L |

>4 1 1
ALOLUWU AVL. L) 11UV DUIJGLG.UCM 11U1i11 viivC DC\.iuCllbU Ul 1UULD 111 Vvvilllull 1u vwao l.uuu.ubc:u

1, and not forming part of a current sequence of inspection lots.

statistical quality control in building, lots are usually considered as "isolated lots".

3.39 conforming unit: Unit which satisfies all the specified requirements:

3.40 nor
the unit n

3.41 sanm
accept a la

3.42 sa
consists of

3.43 sa
consists of

jconforming unit: Unit containing at least one nonconformity which causes
bt to satisfy specified requirements.

npling inspection: Inspection in which decisions.are made to accept or not
t, based on results of a sample selected from that.lot.

mpling inspection by variables: Method of sampling inspection which
measuring a quantitative variable X for“éach unit of a sample.

mpling inspection by attributes: Method of sampling inspection which
distinguishing between conforming and nonconforming units of a sample.

3.44 sampling plan: A plan according to which one or more samples are taken in

order to d
acceptanc

NOTE - It
by variable
attributes)

btain information andJthe possibility of reaching a decision concerning the
b of the lot.

ncludes the sample size n and the acceptance constants & , k£, ( in sampling inspection
s), or the sample size n and the acceptance number Ac (in sampling inspection by

3.45 o
sampling

erating characteristic curve (OC curve): Curve showing, for a given
lan, the probability that an acceptance criterion is satisfied, as a function of

the lot quality Tevel.

3.46 producer: Any participant of the building process supplying a lot for further

procedure

or use.

3.47 consumer: Any participant of the building process purchasing a lot for further

procedure

or use.

3.48 producer’s risk point (PRP): A point on the operating characteristic curve
corresponding to a predetermined and usually low probability of non-acceptance.

NOTE - This probability is the producer’s risk (PR) when an isolated lot is considered.
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3.49 consumer's risk point (CRP): A point on the operating characteristic curve
corresponding to a predetermined and usually low probability of acceptance.

NOTE - This probability is the consumer’s risk (CR) when an isolated lot is considered.

3.50 producer's risk (PR): For a given sampling plan, the probability of non-
acceptance of a lot when the lot quality has a value stated by the plan as acceptable.

NOTE - This quality is the producer's risk quality (PRQ) when an isolated lot is considered.

3.51 consumer's risk (CR): For a given sampling plan, the probability of acceptance
alitir b axzaliin atotad by 4

£ o014 b 41 14 Ao rrhaoa a nlan oo 33m oot £ a4 o
Ul A IUU VYWi1iIT11 V1IT 1UU Huux;u_y I1ICAD AU VAIULU ODuvaAvlu U.y VIIC qu;; [eNw) ullcauloxauuul‘y.
NOTE - This quality is the consumer's risk quality (CRQ) when an isolated lot is Considered.

3.52 producer’s risk quality (PRQ) A lot quality level which, in-the sanpling plan
for an isolated lot, corresponds to a specified producer's risk (PR).

NOTE - When a continuing series of lots is considered, the acceptable quality level AQL is used
instead of PRQ.

3.53 consumer's risk quality (CRQ): A lot quality level which, in the sanjpling plan
for an isolated lot, corresponds to a specified consumer's risk (CR).

NOTE - When a continuing series of lots is conSidered, the limiting quality level QL is used
instead of CRQ.

3.54 acceptance constants, k;; k, : In sampling inspection by variables] constants
used in the criteria for accepting the lot, as given in the sampling plan.

NOTE 1 Both these constants ‘are also used as coefficients in estimation of population [fractiles.

NOTE 2 In ISO 3534-2, the\acceptance constant is designated k.

3.55 acceptance -number (Ac): In sampling inspection by attributes, the largest
number of nonconforming units found in the sample that permits acceptancd of the lot,
as given in the-sampling plan.

3.56 lower specification limit, L: Specified value of the observed variable X giving
the lower boundary of the permissible value.

3.57 upper specification limit, U: Specified value of the observed variable X giving

the upper boundary of the permissible value.

3.58 number of nonconforming units, z: Actual number of nonconforming units
found in a sample.
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4 Population and sample

4.1 General

Mechanical properties and dimensions of building materials and components are
described by random variables (called variables in this International Standard) with a
certain type of probability distribution. The popular normal distribution (Laplace-Gauss
distribution) may be used to approximate many actual symmetrical distributions. When
a remarkable asymmetry is observed, then another type of distribution reflecting this
asymmetry shall be considered. Often, three-parametric log-normal distribution is used

(see 4.3).

To simplify calculation procedures, standardized variables (see 3.14) are used, whose
means arg equal to zero and whose variances are equal to one, and which' have
standardized distributions for which numerical tables are available.

As a rule] only a limited number of observations constituting a random sample x, «x,,
X,..., X, Of size n taken from a population (lot) is available. The aim)of statistical
methods fpor quality control is to make a decision concerning the required quality of a
population using the information derived from one or more random samples.

al distribution

nown normal distribution of a continuous variable, X, is a fundamental type
of symmetrical distribution defined on an unlimited interval, which is fully described by
two pararheters: the mean u and the variance ¢°..Any normal variable may be easily
transformpd to a standardized variable U = (X _s~"w)o, for which tables of probability
density and distribution function are commonly available.

In quality| control of building materials and components, the fractiles u  are frequently
used, whejre the following values for the probability p are most often applied: p = 0,95;
0,975; 0,99; 0,995. The corresponding values of the fractiles u, are given in table 1. It is
to be notefl that for high ratios o/prthere is a non-negligible probability of the occurrence
of negative values of the variable)X. If X must be positive (which may follow from some
physical reasons), then other theoretical models for the probability distribution may be
more suitable.

All the information derived from a given random sample x,, x,,...,x, of the size n, taken
from a ndgrmal population, is completely described by two sample characteristics only:
the sample mean X/ and the sample variance s°. These characteristics are specific values
of the corfesponding estimators of the population mean and variance, denoted by X
and S® | The mean estimator X is a random variable described by the normal

distribution having the same mean [I as the population and the variance equal to 6-/7.
The variance estimator S° is a random variable described by transformed x>-distribution
with v = (n—1) degrees of freedom as

S* = o’} (n-1)

This transformation allows any fractile of S* to be determined from the corresponding
fractile of . As the y’>-distribution is asymmetrical, the lower fractiles Xfﬂ as well as

the upper fractiles X;2>2 are given in table 2. The recommended probabilities to be used
in building are as follows: p, = 0,05; 0,025; 0,01; 0,005 and p, =0,95; 0,975; 0,99; 0,995.

© SO
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4.3 Log-normal distribution

The asymmetrical log-normal distribution, defined on a semi-infinite interval, is
generally described by three parameters: the mean p, the variance 6 * and, as the third
characteristic, the lower or upper limit value x, corresponding to a certain positive or
negative asymmetry may be used. In building, the log-normal distribution with the
lower limit x, (and positive skewness) is often considered. In this case, as indicated in
3.16, the distribution of a variable X may be easily transformed to the normal distribu-
tion of a variable Y given by the transformation

The new variable Y is then treated in the same way as the variable X, ‘ih the previous
case; this is valid also for the transformation to the standardized variable. (Generally, Y
and y should be used instead of X and x.)

Moreover, in building, it may often be assumed that x, = 0 and then only two garameters
(pnand 6 %) are involved. In this case, the normal variable Y-is/given as

Y=InX

and the original variable X is assumed to have positive asymmetry, which is|dependent
on the ratio o/i, where ¢ and p are the standard.deviation and the mean of the variable
X, respectively.

4.4 Normality tests

The assumption of a normal distribution of the variable X (or variable Y| when the
variable X has a log-normal distribution) may be tested using various normality tests: a
random sample is compared-with the theoretical model of the normal distripution and
observed deviations are tested to determine whether they are significant or|not. If the
deviations are insignificant, then the assumption of normal distribution i$ accepted,
otherwise it is rejected. Various normality tests, as established in ISO 5479, may be
used. The recommended significance level a to be used in building is 0,05 or| 0,01 (then
the risk of acceptance of a wrong hypothesis has a suitable value).

5 Methods of statistical quality control

| 5.1 Quality requirements

To control the quality of building materials and components, adequate requirements
should be specified for observed variables. These requirements usually involve
population parameters (the mean p and/or the variance ¢°) or a fractile x,. The most
frequently applied quality requirements limit admissible values of the mean by specified
lower and upper boundary and/or limit the variance by a specified upper boundary, or
specify boundaries for a given fractile. Then, methods of estimation and tests of
population parameters and fractiles have to be applied.
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Special procedures of quality control use sampling inspection methods, the aim of which
is to decide directly on acceptance of a population using sample data and not to estimate
explicitly the population parameters.

A normal

distribution of the variable X (or variable Y if the variable X has a log-normal

distribution) is assumed in most of the methods described in this International

Standard.

5.2 Basic statistical methods |

Basic statistical methods used for the quality control of building materials and
components consist of estimation techniques, tests of statistical hypotheses, and sampl-
ing inspection.

Two estinjation techniques for population parameters are generally applied in building:

- point ¢stimation, and

- interval estimation.

These twq basic techniques using a classical approach are described in- 6.2 and 6.3. A

modified
a Bayesia

approach to estimation or prediction of populationc)parameters using
n approach is introduced in 5.3 and 6.7.

Methods ¢f tests of hypotheses concerning population paramefers which are commonly
applied in|building may be also divided into two groups:

- compal
and

- compa

These mef

An import
and comj

rison of sample characteristics and the corresponding population parameters,

rison of the characteristics of two samples.

hods are described in detail in 6.4;and 6.5.

ant statistical method, frequently used in quality control of building materials
ponents, concerns the estimation or prediction of fractiles for normal

distributipn; this technique is described in 6.6 and 6.7.

Methods
populatios
paramete
building v

A numbez
materials

bf sampling inspection are used in those cases where a decision concerning
1 quality is to“be made without explicit determination of population
rs. It is, however) recommended to combine methods of sampling inspection in
ith the systematic collection of data for the purpose of further evaluation.

of sampling plans and criteria are used in building to control the quality of
and components. It is, however, strongly recommended always to check the

power of & chosen plan using the operating characteristic curve (OC curve). In practical
cases, thj operating characteristic curve may be substituted by two points only, the

producer's risk point (PRP) and the consumer's risk point (CRP) corresponding to a
specified producer's risk (PR) and consumer's risk (CR) respectively.

Recommended simple methods of sampling inspection, suitable for the purpose of
quality control of building materials and components, are described in clause 7.

5.3 Bayesian approach

An alterative technique to the basic methods of estimation and tests in quality control
procedures is provided by a Bayesian approach. This approach could be used effectively,

especially

when a large continuous production of building materials and components is

to be checked.

10

© SO
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The fundamental principles of the Bayesian approach to quality control differ from the
principles of the classical statistical methods mentioned above. If the observed variable
Y is a function of a sample variable X and a vector of distribution parameters © (say p

and o), given as
Y=h(X0)

the Bayesian approach considers ® as a random variable and not as a deterministic
parameter vector, which is the case with classical methods. According to these
statistical methods, which are described in detail in clause 6, estimation of the
parameter vector © is made separately for each lot using information derived from

sample—data. The Bayesian approach investigates the probability distribufion of the

Eretit PrOPeRy )
parameter vector © using its prior distribution as well as current sample

from the lot under consideration.

Two kinds of distribution function of the parameter vector, ' ® are

Jata taken

generally

distinguished: a prior distribution function IT' (@), based on prior information, and a

posterior distribution function IT"(® lxl,x2,
after sampling. The Bayesian approach provides methods to derive
distribution functions IT'(®) and IT"(© |x ,x,, ...

...y X), derived from current data x

p Xgy ey X,
conjugate

., x,), as well\as the predictive distribution

function of the observed variable Y. The posterior distribution function IT"(®) may be
derived as

n'©|x,x,, ..., x) = CIO (x,10) f (xg®).... f (x| ©)
where C denotes a normalizing factor and‘fix, | 0),1=1, 2, ..., n, denotes the|probability

density function of the variable X if © is'known.

The crucial point in the Bayesian procedure is the choice of the prior distribution
function IT" (©). Engineering judgement is often needed. In some cases th¢re may be

substantial information from.previous tests of similar products which may
construct IT (©).

In a continuous produetion process, in which the units belong to sequence
prior distribution fer.a new sample
distribution deriyed using previous sample data. If no relevant information i
so-called "uninformative" or "vague" prior distributions should be used.

Furthermore,~the predictive probability density function of the observed
itself, given the prior distribution function IT" (®) and sample x,, x,, ...., x
written\as

f*(x!xl.xg ...... xn)= s f(x!@)ﬂ ”(@!xl.xz ....... xn)d(~)

be used to

of lots, the

can often be taken as equal to thle posterior

5 available,

variable X
may be

h 7

where f *(x|x1, xz,....,xn) for the predictive probability density function of the

variable X given the sample data xq,xg,....,x, is used to distinguish it from flx | 0),
which denotes the probability density function of the variable X if ® is known.

11
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Various effective and economical techniques of sampling inspection based on a
comparison of the prior and posterior distributions of the random vector © may be
derived from the above general principles. If, for example, doubt remains concerning the
decision to be taken as a result of the inspection of the lot, sample x,,x,,....,x

n
may be increased to a new sample x,,x,,....,X,,...,X, having a larger size and, using

Bayesian approach, the quality requirements may be checked again. Such a procedure
generally reduces sampling costs without loosing accuracy.

5.4 Additional methods

There are
only exceptionally in building and, consequently, are not included in this International
Standard, put can be found in a general form in the other International Standards given
in annex A. These methods consist of:

a) determpination of sample size guaranteeing the required accuracy of an estimate of
populatign parameters;

b) tests ¢f outliers;
c) compdrison of characteristics of three or more samples;
d) tests ¢oncerning accuracy, trueness and precision of measurements;

e) statistical process control;

cance levels recommended in this International Standard should be accepted.

6 Estimation and tests of parameters

6.1 Pringiples of estimation and tests

A point estimate of a population parameter is given by one number, which is the value of
an estimajtor derived from. a given sample. The best point estimate of a population
parametey is unbiased (the mean of the estimator is equal to the corresponding
populatior parameter)—-and efficient (the variance of the unbiased estimator is the
minimum).

An interval estimate of a population parameter is given by two numbers and contains

the parameter with a certam probab1hty y called the confidence level. The followmg

used in quahty control in bulldlng, dependlng on the type of varlable and the possible
consequences of exceeding the estimated values. The interval estimates indicate the
accuracy of an estimate and are therefore preferable to point estimates.

A test of a statistical hypothesis is a procedure that is used to decide whether a
hypothesis about the distribution of one or more populations should be accepted or
rejected. If results derived from random samples do not differ markedly from those
expected under the assumption that the hypothesis is true, then the observed difference
is said to be insignificant and the hypothesis is accepted; otherwise the hypothesis is
rejected. The recommended significance level o = 0,01 or 0,05 guarantees that the risk of
acceptance of a wrong hypothesis has a suitable value.

12
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Methods of estimation and tests of means and variances are covered in general in
ISO 2854 and ISO 2602. The most suitable methods, adjusted for quality control of
building materials and components, are described in 6.2 to 6.5. Also 6.6 describes the
classical approach to the estimation of fractiles and 6.7 indicates the Bayesian approach
to a prediction (a point estimate) of fractiles.

6.2 Estimation of the mean

The best point estimate of the population mean p is the sample mean x.

The interval estimate of the mean p depends on knowledge of the population standard

deviation G.

If the standard deviation ¢ is known, then the two-sided interval estimate at the
confidence level y= (2 p—1) is given by

X-u,oC /«/;Su£9_c+upc /Nn

where u, is the fractile of the standardized normal distribution corresponding to the
probability p (close to 1) given in table 1. (For further information see ISO 2854.)

If the population standard deviation ¢ is unknown, then the two-sided interval estimate
at the confidence level y=(2p—1)is given by

—t,s/n<pu<x+t,s/Jn

where
s is the sample standard deviation;
t is the fractile of the ¢-distribution for v = (n—1) degrees of freedom;
p is the probability (close to 1) given in table 3.
(For further information'see ISO 2854.)
In both the above cases only the one-sided interval estimate at the confidence|level y=p
may be used -when only the lower or only the upper limit of the above estimates is

considered.cThe value of p and corresponding fractiles u, and ¢, should be gpecified in
accordance with chosen confidence level y=p (see 6.1).

6.3 . Estimation of the variance

2 2

iQ f}\ﬂ cnm}'ﬂn variance 5~ .

Phe best pninf estimate of the pnpn]nﬁn‘n variance G

The two-sided interval estimate for the variance ¢ at the confidence level y = ( py — p;)
is given as

2 2 2 2 2
(n-1)s* /g3 S0 <(n-1)s" /x5
where xil and xfﬂ are fractiles of the 7 *-distribution for v = (n—1) degrees of freedom

corresponding to the probabilities p, (close to 0) and p, (close to 1) given in table 2. (For
further information see ISO 2854.)

13
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Often the lower limit of the above interval estimate for the variance o is considered to
be 0 and then the confidence level y of the estimate equals (1- p;).

The estimate for the standard deviation ¢ may be obtained by square root of the
relationships derived for the variance ¢.

6.4 Comparison of means

To test the difference between the sample mean X and the population mean p if the
population standard deviation ¢ is known, the test value u,, given by

u, =[x —pn /o
is compared with the critical value u, (table 1), which is the fractile of the standardized
normal digtribution corresponding to the significance level a = (1- p) (closeto~0). If
Uy Sup, then the hypothesis that the sample is taken from the population with the

mean U is pccepted; otherwise it is rejected.

If the popylation standard deviation ¢ is unknown, then the test value #,, given by
ty = |E - u|\/—r; /s

is compared with the critical value ¢, (table 3), which is thefractile of the ¢-distribution
for the v § (n—1) degrees of freedom corresponding to the'significance level o = (1- p)

(close to (). If £, < ¢, then the hypothesis that the*sample is taken from population
with the mpean p is accepted; otherwise it is rejected:

To test the difference between the means X, and X, of two samples of sizes n, and n,,

respectively, and which are taken from twb populations having the same population
standard deviation o, the test value u,,given by

U, =|3_cl—9_cz| Jn1n2 /(6\/n1+n2)

is compared with the critical value u, (table 1), which is the fractile of the standardized
normal distribution corrésponding to the significance level o = (1-p) (close to 0). If

u, <u,, then the hypothesis that the both samples are taken from the populations with

the same {though 4inknown) mean p is accepted; otherwise it is rejected.

If the stapdard-deviation ¢ of both populations is the same, but unknown, then it is
necessary|touse sample standard deviations s, and s, .The test value ¢, given by

to = |%1— %o y/(ny +ng —2)ymy /\/[(nl“l)slz +(ng —1)331(’11 +ng)

is compared with the critical value ¢, (table 3), which is the fractile of the ¢t-distribution
for the v = (n,+ny —2) degrees of freedom corresponding to the significance level o =

(1-p) (close to 0). If £, <t, then the hypothesis that the samples are taken from

populations with the same (though unknown) mean p is accepted; otherwise it is
rejected.

14
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For two samples of the same size n, = n, = n, for which observed values may be coupled
(paired observations), the difference between the sample means may be tested using the

differences between coupled values w, = (x; —xy;). First the mean @ and standard
deviation s, are determined and then the test value ¢, given by

t0=|w|w/-r_1/sw

is compared with the critical value t, (table 3), which is the fractile of the ¢-distribution
for the v = (n—1) degrees of freedom corresponding to the significance level a = (1-p)

(close to 0). If ¢, <t,, then the hypothesis that both samples are taken from populations

with the same (though unknown) mean p is accepted; otherwise it is, rej
further information, see ISO 3301.)

6.5 Comparison of variances

bcted. (For

To test the difference between the sample variance s* and a_population varignce o the

test value 3 , given by
X =(n-1)s/c
is first determined.

If s* < ¢ then the test value X is compared with the critical value Xf;

corresponding to v = (n—1) degrees of freedom and to the significance level o
xg > Xfm then the hypothesis that the.sample is taken from the populatio

variance ¢° is accepted; otherwise it is rejected.

If s > ¢°, then the test value.(y > is compared with the critical value xf,
corresponding to v = (n—1)degrees of freedom and to the significance level o
When %2 < g 12,2, then the hypothesis that the sample is taken from the popu

the variance 6° is accépted, otherwise it is rejected.

For two samples of sizes n, and n,, the difference between the sample varian

s (the lower Sybscripts are chosen such that s2 < s? ) may be tested compari

| (table 2)

= p,. When
n with the

L, (table 2)

=(1- p2).
ation with

2
ces s, and

hg the test

value Fj (given by

F, =s? /s2

with the critical value F,, which is the fractile of the F-distribution given in table 4 (for

ot oo 200 £ ation—ape—ISO 9QE A4\
rarontCT o acion;—SCeT1TOU—zZ00%)

v, =g —1)-degrees of
freedom and for the significance level a = (1-p). If F < F , then the hypothesis that

both samples are taken from populations with the same (though unknown) variance ¢*
is accepted; otherwise it is rejected.

£ o {3a 1) |
oY VvVr—fT—1—ana

6.6 Estimation of fractiles

Various methods for the estimation of fractiles are available for different assumptions
concerning the type of probability distribution and available data. The most efficient
and general methods of estimation of fractiles x,, independent of the type of distribution,
are based on the order statistic. According to the simplest procedure, a sample x, x,,
x, 1is first transformed into the ordered sample

veey
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and then the fractile estimate x, , is given as

’
xp,est - xk+l

where the integer k& follows from the inequality
k<np<k+1

The exact density function of the estimator X of the p-fractile is given as

)= ()R ()] [ )

where T1(x] denotes the distribution function and flx) denotes the density function of the
populationl With increasing values of n, the density g(x,, ) tends to the normal density

p,est

function wjth the mean equal to x, and standard deviation equal to

WA 27 s )

For a popfilation having a normal distribution, the following simple technique, which
depends o knowledge of the population standard deviation'c, is recommended.

g(x

kel

Lo

If the poplulation standard deviation ¢ is known, then the p-fractile estimate x  is
given as

X . FX+ksO

p.es

If 6 is unknown, then

E X + ks

p,est N

The coefflcients k; and k (depend on the sample size n, on the probability p
corresponding to the desiredfractile x, and, furthermore, on the confidence level y.

respectively (for furthér information, see ISO 3207), are given in tables 5 and 6 for the
probabilities p = 0;90; 0,95 or 0,99 (upper fractiles) and confidence levels y = 0,05; 0,10;
0,25; 0,50] 0,75;.0,90 or 0,95. For the probabilities p = 0,10; 0,05; 0,01 (lower fractiles)
tables 5 apnd’6.may be also used; in this case p shall be substituted by (1- p) and the

coefficients s and%—shaltbe-takenrwith negativesigns:

s

The coeff]cients ks and)k, derived from the normal and noncentral ¢-distribution

The confidence level y that the estimate x,,, will lie on the safe side of the correct value
x, should be greater than 0,50. In order to take into account statistical uncertainty, the
value v = 0,75 is recommended.

6.7 Prediction of fractiles using the Bayesian approach

The Bayesian approach described in 5.3 can be analytically elaborated for a normal
variable X and the prior distribution function IT’ (u,0) of p and o, given as

16
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'(n,0)=Co _(1+V,+6(n'))exp{— # [v ‘() +n/(u-m)? ]}
where

C is the normalizing constant;
6(n)Y=0forn'=0;
4 (n') =1 otherwise;

m', s',n', v' are parameters asymptotically given as

Em=m

E(oc) =s'
sl

Vw =

m'\/r7
1

Vio)=

Vo’

while the parameters n' and v' may be chosen drbitrarily. Here E(.) denotes the
expectation and V(.) the coefficient of variation of thewariable in brackets.

The posterior distribution function IT"(4,0) of u and o is of the same type a$ the prior
distribution function, but with parameters md;, s", n" and v", given as
n"=n'+n
v'i=v'+v+38(n)
m'n"=n'm'+n x
V(8" +n"m") =v' Y +n'm") + vs® + n(x)
where
x and s are the sample mean and standard deviation;
n is the size'of the sample;
v=n=k
The predictive value x,_, of a fractile x, is then

I ” ”
Xpored =M+, 8"V1+1/n

where ¢, is the fractile of the ¢-distribution (table 3) with v" degrees of freedom,.

The values for ¢ given in table 3 should be therefore taken for v = v" and appropriate
probabilities p, for example for p = 0,90; 0,95 or 0,99 (upper fractiles). For the
probabilities p = 0,10; 0,05 or 0,01 (lower fractiles) table 3 may be also used, but p shall
be substituted by (1- p) and the ¢, values shall be taken with negative signs.

If no prior information is available, then n'= v'= 0 and the characteristics m", n", s", v"
equal the sample characteristics X, n, s, v. The predictive value of the fractile is then

Xppred =X+, s¥1+1/n

where ¢, again denotes the fractile of the ¢-distribution (table 3) with v degrees of
freedom.
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Furthermore, if the standard deviation o is known, then v =  and s shall be replaced
by G.

7 Sampling inspection

7.1 Variables and attributes

Two basic methods of sampling inspection are applicable for quality control in building:
inspection by variables and inspection by attributes. These methods are (irrespective of
the field pf applicaion and its specific features) described 1In ISO 3951 (variables
method) gnd ISO 2859-1 and ISO 2859-2 (attributes method). These standards ate,
however, [primarily devoted to sampling inspection of a sequence of lots, and. for
sampling {nspection of an isolated lot they may be used only under specified restrictions
which are|not always acceptable to both the producer and consumer. For the.important
case of an isolated lot, which is frequently encountered in building, the“miethods of
sampling Inspection described in this International Standard are recomméended.

Inspection by variables assumes that the observed variable may be“described (after
suitable ttansformation, if needed) by a normal distribution. This assumption may be
verified uking various methods given in ISO 5479 (see also{4.4). Furthermore, the
procedure|of inspection by variables is dependent on whether<the population standard
deviation }s known or not.

When the|assumption of a normal distribution is rejected; inspection by attributes could
be used. In that case it is only necessary to distinguish conforming and nonconforming
units in a|lot.

It should be noted, however, that due to several reasons, including economic aspects, the
variables method should have priority overthe attributes method whenever possible.

7.2 Inspection of an isolated(lot

A single sample is taken frem/an isolated lot and the decision regarding lot acceptance
or non afceptance is madé in accordance with the sampling plan. It is strongly
recommenjded to check)the efficiency of any sampling plan using the operating
characteristic curve(OC curve), or at least its two characteristic points, the producer's
risk point{(PRP) and'consumer's risk point (CRP).

The sampling \plans recommended in this International Standard are based on the
assumptigrCef equal respect for both the producer's as well as the consumer's concerns,
assuming that the producer's risk (PR)and consumers 1isk (CR)are equal to 5%. The
producer's risk quality (PRQ) corresponding to the producer's risk (PR), and the
consumer's risk quality (CRQ) corresponding to the consumer's risk (CR), are taken into
account simultaneously. This approach guarantees that, when the recommended
sampling plans are used, a lot with a given PRQ will not be accepted only with the
probability PR and a lot with a given CRQ (> PRQ) will be accepted only with the
probability CR.

The following three recommended methods for sampling inspection are described in
detail in 7.3 to 7.5:
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b) inspection by variables, assuming the lot standard deviation ¢ is unknown;

¢) inspection by attributes.

The following PRQ and CRQ values, in percent, are recommended to be specified for

sampling inspection in building:

PRQ = 0,15; 0,25; 0,40; 0,65; 1,0; 1,5; 2,5; 4,0
CRQ = 0,65; 1,0; 1,5; 2,5; 4,0; 6,5; 10,0; 15,0

In building, both the lower specification limit L and the upper specificationlij

mit U may

be considered for the controlled variable X. In many cases, however, only one of these

limits is specified. When sampling inspection by variables is applied, the PRC
values should therefore be specified individually for both limits L ahd 'U.

It should be also specified in advance what shall be done with the lot wk
accepted. For example, the producer and consumer may agree-that nonconfor;
will be removed or a new inspection under less severe criteria will be performe

7.3 Sampling inspection by variables: c known

When sampling inspection by variables of an isolated lot is used and the lo
deviation ¢ of the controlled variable X i known, the following input dat
specified:

a) the lower specification limit L and/or the upper specification limit U;

b) the producer's risk quality (PRQ) and the consumer's risk quality (C
and/or U.

Having the above input ‘data, an appropriate sampling plan (i.e. the requir
size n and the acceptance constant %k, for given PRQ and CRQ values
determined using table 7, which has been derived using a normal distribution.

A sample of n units is taken from the lot and the sample mean X is determ

observed values x, x., ..., x

12 g ey Ape

If only thedower specification limit L is given, the lot is accepted when
X-k,o2L

" C‘ﬂ".

) and CRQ

yich is not
ming units
d.

t standard
a shall be

RQ) for L

ed sample
is to be

ined using

and not accantadsrhan thic imaauialit 1o na 1ofin
TCATTCT SXOUU “\l\/\/t’ T YV IITOUTITT VTN LLL\J‘.lu“LJ\IJ AWV IIVUV UUAVIVIIVUU,.

If only the upper specification limit U is given, the lot is accepted when
X+k,0<U

and not accepted when this inequality is not satisfied.

If both limits L and U are given, both inequalities are to be satisfied to accept the lot; if

one or both of the above inequalities is violated, the lot is not accepted.
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To make a decision concerning population quality, the following simplified procedure
may be used for the first assessment: both above inequalities are considered for an
arbitrary n using the coefficient &, given in table 5 for a specified probability p (usually
p = 0,95) of acceptable occurrence of values less than L and/or greater than U and for a
chosen confidence level y (the value y = 0,75 is recommended). To check the efficiency of
this procedure, the operating characteristic curve (OC curve) should be always used.

7.4 Sampling inspection by variables: ¢ unknown

When sampling inspection by variables of an isolated lot is used and the lot standard
deviation o of the controlled variable X is unknown, the following input data shall be

specified:

a) the lower specification limit L and/or the upper specification limit U;

b) the producer's risk quality (PRQ) and consumer's risk quality (CRQ) for L and/or U.

Having the above input data an appropriate sampling plan (i.e. the réquired sample
size n anld the acceptance constant k, for given PRQ and CRQ alues) is to be
determinefl using table 8, which has been derived using the noncentral'¢-distribution.

A sample |of n units is taken from the lot and the sample nfean X and the sample
standard deviation s are determined using observed values x; x5,..., x

If only the|lower specification limit L is given, the lot is accepted when
Xx—k,s=2L
and not adcepted when this inequality is not satisfied.

If only thel upper specification limit U is givenjthe lot is accepted when
X+k, s<U

and not adcepted when this inequality is not satisfied.

If both linjits L and U are given;-both inequalities are to be satisfied to accept the lot; if

one or bot

To make

h of the above inequalities is violated, the lot is not accepted.

A decision concerning population quality, the following simplified procedure

may be
arbitrary
(usually

ed for thelfirst assessment: both above inequalities are considered for an
alue of/m ising the coefficient &, given in table 6 for a specified probability p
= 0,95)00f acceptable occurrence of values less than L and/or greater than U

and for chosén(confidence level y (the value y = 0,75 is recommended). To check the
efficiency |0f this procedure, the operating characteristic curve (OC curve) should be

always used.
7.5 Sampling inspection by attributes

When sampling inspection by attributes of an isolated lot is used, the following input
data are to be specified for the controlled variable:

a) the definition of the conforming and nonconforming unit;
b) the producer's risk quality (PRQ) and the consumer's risk quality (CRQ).

Having the above input data, an appropriate sampling plan (i.e. the required sample
size n and the acceptance number Ac for given PRQ and CRQ values) is to be
determined using table 9, which has been derived using relevant discrete distributions.
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A sample of n units is taken from the lot and the number of nonconforming units z in
the sample is determinated. The lot is accepted when

z<Ac

and not accepted when this inequality is not satisfied.

Table 1 - Fractiles u, of the standardized normal distribution

p 0,90 0,95 0,975 0,99 0,995
u, 1,28 1,64 1,96 2,33 2,58
Table 2 - Fractiles %2, and j2, of the j’-distribution with v'degrees of
freedom
2 2
v X pl X p2
0,10 0,05 0,025 0,01 0,005 0,90 0,95 0,975 0,99 0,995
3 0,58 0,35 0,22 0,12 0,72 6,25 7,82 9,35 11,35 12,84
4 1,06 0,71 0,48 0,30 0,21 7,48 9,49 11,14 13,28 14,86
5 1,61 1,15 0,83 0,55 0,41 9,24 11,07 12,83 15,09 16,75
8 2,20 164 1,24 0,87 0,68 10,65 1259 14,45 16,81 18,55
7 2,83 2,17 1,69 1,24 0,99 12,02 14,07 16,01 18,48 20,28
8 3,49 2,73 2,18 1,65 1,34 13,36 15,51 17,54 | 20,09 21,96
9 4,17 3,33 2,70 2,09 1,74 14,68 16,92 19,02 | 21,67 23,59
10 4,86 3,94 3,25 2,56 2,16 15,99 18,31 20,48 | 23,21 25,19
12 6,30 5,23 4,40 3,57 3,07 18,55 21,03 23,34 | 26,22 28,30
14 7,79 6,57 5,63 4,66 4,08 21,06 | 23,69 | 26,12 29,14 | 31,32
16 9,31 7,96 6,91 5,81 5,14 23,54 | 26,30 | 28,85 | 32,00 34,27
18 | 10,87 9,39 8,23 7,02 6,27 25,99 | 28,87 31,53 34,87 37,16
20 | 12,44 10,85 9,59 8,26 7,43 28,41 | 31,41 | 34,17 | 37,57 40,00
22 | 14,04 12,34 10,98 9,54 8,64 30,81 33,92 36,78 | 40,29 42 80
24 | 15,66 13,85 12,40 10,86 9,89 33,20 | 36,42 | 39,36 | 42,98 45,56
26 | 17,29\ 15,38 | 13,84 | 12,20 11,16 | 35,56 | 38,89 | 41,92 | 45,64 48,29
28 | 18,94 16,93 15,31 13,57 1246 | 37,92 | 41,34 | 44,46 48,28 50,99
30 ].£20,60 18,49 16,79 | 14,95 13,79 | 40,26 | 43,77 | 46,98 | 50,89 53,67
edom
A% tp v tp
0,90 0,95 | 0,975 | 0,99 | 0,995 0,90 | 0,95 | 0,975 0,99 | 0,995
3 1,64 2,35 3,18 4,54 5,84 12 1,36 | 1,78 | 2,18 | 2,68 | 3,06
4 1,53 2,13 2,78 3,75 4,60 14 1,35 | 1,76 | 2,14 | 2,62 | 2,98
5 1,48 2,02 2,57 3,37 4,03 16 134 | 1,75 | 2,12 | 2,58 | 2,92
6 1,44 1,94 2,45 3,14 3,71 18 1,33 | 1,73 | 2,10 | 2,55 | 2,88
7 1,42 1,89 2,36 3,00 3,50 20 1,32 1,72 | 2,09 | 2,563 | 2,85
8 1,40 1,86 2,31 2,90 3,36 25 1,32 1,71 | 2,06 | 2,49 | 2,79
9 1,38 1,83 2,26 2,82 3,25 30 131 | 1,70 | 2,04 | 2,46 | 2,75
10] 1,37 1,81 2,23 2,76 3,17 oo 128 | 164 | 1,96 | 2,33 | 2,58
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Table 4 - Fractiles F, of the F-distribution with v, and v, degrees of freedom for
p = 0,95 (upper values) and p = 0,99 (lower values)

22

Vi, Vi
3 4 5 6 8 10 20 30 )

3 9,28 9,12 9,01 8,94 8,84 8,79 8,66 8,62 8,563
29,46 | 28,71 | 28,24 | 27,91 | 27,49 | 27,23 | 29,69 | 26,50 | 26,12
4 | 659 | 639 | 626 | 6,16 | 604 | 596 | 58 | 575 | 563
16,69 | 15,98 | 15,52 | 15,21 | 14,80 | 14,55 | 14,02 | 13,84 | 13,46
54519t 505495t 482 | 474 | 456+ 450 436
12,06 | 11,39 | 10,97 | 10,67 | 10,29 | 10,05 | 9,55 9,38 9,02
d | 476 | 453 | 439 | 428 | 415 | 406 | 387 | 381 | 367
978 | 915 | 875 | 847 | 810 | 7,87 | 7,40 | 7,23 |6,88
1 | 435 | 412 | 397 | 387 | 3,73 | 364 | 344 | 338 3,23
8,45 7,85 7,46 7,19 6,84 6,62 6,16 5,99 5,65
8 4,07 3,84 3,69 3,568 3,44 3,35 3,15 3,08 2,93
7,59 7,01 6,63 6,37 6,03 5,82 5,36 5,20 4,86
¢ 386 | 363 | 348 | 337 | 323 | 3,14 [(294 | 286 | 271
6,99 6,42 6,06 5,80 5,47 5,26 4,81 4,65 4,31
1P 3,71 3,48 3,33 3,22 3,07 2;98 2,77 2,70 2,54
655 | 599 | 564 | 539 | 506485 | 441 | 4,25 | 391
1P 3,49 3,26 3,11 3,00 2,85 2,75 2,54 2,47 2,30
5,95 541 5,06 4,82 4,50 4,30 3,86 3,70 3,36
14 3,34 3,11 2,96 2,85 2,70 2,60 2,39 2,31 2,13
5,56 5,04 4,69 4,46 4,14 3,94 3,61 3,35 3,00
% | 324 | 301 | 285 |“2,74 | 259 | 249 | 2,28 | 2,19 | 2,01
5,29 4,77 4,44 4,20 3,89 3,69 3,26 3,10 2,75
18 | 316 | 293 | (277 | 266 | 251 | 241 | 219 | 211 | 1,96
5,09 458 4,25 4,01 3,71 3,61 3,08 2,92 2,57
20 3,10 2,87 2,71 2,60 2,45 2,35 2,12 2,04 1,84
4,94 4,43 4,10 3,87 3,56 3,37 2,94 2,78 2,42
30 2,92 2,69 2,53 2,42 2,27 2,16 1,93 1,84 1,62
451 | 402 | 370 | 347 | 3,17 | 298 | 255 | 239 | 2,01
4|0 2,84 2,61 2,45 2,34 2,18 2,08 1,84 1,74 1,51
431 383 3,51 3,29 2,99 2,80 2,37 2,20 1,80
50 | 279 | 256 | 240 | 229 | 213 | 2,03 | 1,78 | 1,69 | 1,44
4,20 3,72 3,41 3,19 2,89 2,70 2,27 2,10 1,68
100 2,70 2,46 2,31 2,19 2,03 1,93 1,68 1,57 1,28
398 | 351 | 321 | 299 | 2,69 | 250 | 207 | 1,89 | 1,43
oo 2,60 2,37 2,21 2,10 1,94 1,83 1,57 1,46 1,00
378 | 332 | 302 | 280 | 251 | 232 | 1,88 | 1,70 | 1,00
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Table 5 - Coefficients %, for estimation of fractiles when the population standard

deviation ¢ is known

n v= 0,05 v=10,10 v=0,25 v= 0,50
p=090|p=0951p=059|p=0901p=095p=099|p=090[p=095|p=099]{p=090]|p=0,95]p=0,99
3 0,33 0,70 1,30 0,54 0,91 1,59 0,89 1,26 1,94 1,28 1,64 2,33
4 0,46 0,82 1,50 0,64 1,00 1,69 0,94 1,31 1,99 1,28 1,64 2,33
5 0,55 0,91 1,569 0,71 1,07 1,75 0,98 1,34 2,02 1,28 1,64 2,33
6 06T U, 1,00 U,i0 1,12 1,0U 1,Ul 1,91 4,U0 1,28 1,0 2,33
7 0,66 1,02 1,70 0,80 1,16 1,84 1,03 1,39 2,07 1,28 1,6 2,33
8 0,70 1,06 1,74 0,83 1,19 1,87 1,04 1,41 2,09 1,28 1,6 2,33
9 0473 1,10 1,70 0,85 1,22 1,90 1,06 1,42 2,10 1,28 1,6 2,33
10 0,76 1,12 1,01 0,90 1,24 1,92 1,07 1,43 2,11 1,28 1,6 2,33
12 0,81 1,17 1,05 0,91 1,27 1,96 1,09 1,45 2,13 1,28 1,6 2,33
14 0,84 1,20 1,09 0,94 1,30 1,98 1,10 1,46 2:15 1,28 1,6 2,33
16 0,87 1,23 1,92 0,96 1,32 2,00 1,11 1,48 2,16 1,28 1,6 2,33
18 0,89 1,26 1,94 0,98 1,34 2,02 1,12 1,49 2,17 1,28 1,6 2,33
20 0,91 1,28 1,96 1,00 1,36 2,04 1,13 1,58 2,18 1,28 1,6 2,33
25 0/95 1,32 2,00 1,03 1,39 2,07 1,15 1,51 2,19 1,28 1,6 2,33
30 0/90 1,34 2,03 1,05 1,41 ,09 1,16 1,52 2,20 1,28 1,6 2,33
40 102 1,39 2,07 1,08 1,44 2,12 1,37 1,64 2,22 1,28 1,6 2,33
50 1J05 141 2,09 1,10 1,46 2,15 1,19 1,55 2,23 1,28 1,64 2,33
100 | 1)12 1,40 2,16 1,15 1,52 2,20 1,21 1,58 2,26 1,28 1,64 2,33
" y=0,75 v=10,90 v=0,95
p=0,90|p =0,95{p=0,99|p = 0,90|p = 0,95|p = 0,99(p = 0,90|p = 0,95|p = 0,99
3 1,67 2,03 2,72 2,02 2,39 3,07 2,23 2,60 3,28
4 1,62 190 2,66 1,92 2,29 2,97 2,11 2,47 3,15
5 1,58 1,95 2,63 1,86 2,22 2,90 2,02 2,38 3,06
6 1,56 1,92 2,60 1,81 2,17 2,85 1,95 2,32 3,00
7 1,54 1,90 2,58 1,77 2,13 2,81 1,90 2,27 2,95
8 1,52 1,88 2,56 1,74 2,10 2,78 1,86 2,23 2,91
9 151 187 2,55 171 2,07 2,75 183 219 2,87
10 1,50 1,86 2,54 1,69 2,05 2,73 1,80 2,17 2,85
12 1,48 1,84 2,52 1,65 2,02 2,70 1,76 2,12 2,80
14 1,46 1,83 2,51 1,63 1,99 2,67 1,72 2,09 2,77
16 1,45 1,81 2,50 1,60 1,97 2,65 1,69 2,06 2,74
18 1,44 1,80 2,49 1,58 1,95 2,63 1,67 2,03 2,71
20 1,43 1,79 2,48 1,57 1,93 2,61 1,63 2,01 2,69
25 1,41 1,78 2,46 1,54 1,90 2,58 1,61 1,97 2,66
30 1,40 1,77 2,45 1,52 1,88 2,56 1,58 1,95 2,63
40 1,39 1,75 2,43 1,49 1,85 2,53 1,54 1,91 2,59
50 1,30 1,74 2,42 1,46 1,83 2,51 1,52 1,88 2,56
100 | 1,35 1,71 2,39 1,41 1,77 2,45 1,45 1,81 2,46
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Table 6 - Coefficients %, for estimation of fractiles when the population standard
deviation ¢ is unknown

n v= 0,05 v=0,10 v=0,25 v= 0,50
p=0,90|p=095[p=099p=090p=095{p=099p=090|p=095p=099p=090|p= 0,95{p =0,99
3 0,33 0,64 1,13 0,53 0,84 1,36 0,91 1,25 1,87 1,50 1,94 2,76
4 0,44 0,74 1,25 0,62 0,92 1,45 0,94 1,28 1,90 1,42 1,83 2,60
5 0,52 0,82 1,33 0,68 0,98 1,52 0,97 1,30 1,92 1,38 1,78 2,53
6 0, 0,87 1,40 0,72 1,03 1,58 0,99 1,33 1,94 1,36 1,75 2,48
7 0,62 0,92 1,45 0,75 1,05 1,62 1,01 1,34 1,96 1,35 1,78 2,46
8 0,65 0,96 1,49 0,78 1,10 1,66 1,02 1,36 1,98 1,34 1,72 2,44
9 0,69 0,99 1,53 0,81 1,12 1,69 1,03 1,37 1,99 1,33 1,71 2,42
10 0,71 1,02 1,56 0,83 1,14 1,71 1,04 1,38 2,01 1,32 1,70 2,41
12 0,¥5 1,06 1,62 0,86 1,19 1,76 1,06 1,40 2,03 32 1,69 2,39
14 0,¥9 1,10 1,66 0,89 1,21 1,79 1,07 1,42 2,05 1,31 1,68 2,38
16 0,82 1,13 1,69 0,91 1,23 1,82 1,09 1,43 2,06 1,31 1,68 2,38
18 0,84 1,15 1,72 0,93 1,25 1,85 1,10 1,44 2,07 1,30 1,67 2,37
20 0,86 1,17 1,75 0,95 1,27 1,87 1,11 1,45 2,08 1,30 1,67 2,37
25 0,p0 1,22 1,80 0,98 1,30 1,91 1,12 1,46 2,11 1,30 1,66 2,36
30 0,p3 1,25 1,84 1,00 1,33 1,94 1,13 1,48 2,12 1,29 1,66 2,35
40 0,p7 1,30 1,90 1,03 1,37 1,99 1,15 1,50 2,15 1,29 1,66 2,35
50 1,00 1,33 1,94 1,06 1,39 2,02 1,16 1,51 2,16 1,29 1,65 2,34
100 | 1,07 141 2,04 1,12 1,46 2,10 1,19 1,54 2,20 1,28 1,64 2,33
n v=0,75 v=0,90 v= 0,95
p=090|p=095|p=2099|p=090|p=095p=099p=090|p=095p =099
3 2,50 3,15 4,40 4,26 5,31 7,34 6,16 7,66 | 10,55
4 2,13 2,68 3,73 3,19 3,96 5,44 4,16 5,14 7,04
5 1,96 2,46 3,53 2,74 3,40 4,67 3,41 4,20 5,74
6 1,86 2,34 3,24 2,49 3,09 4,24 3,01 3,71 5,06
7 1579 2,25 3,13 2,33 2,89 3,97 2,76 3,40 4,64
8 1,74 2,19 3,04 2,22 2,75 3,78 2,58 3,19 4,35
9 1,70 2,14 2,98 2,13 2,65 3,64 2,45 3,03 4,14
10 1,67 2,10 2,93 2,07 2,57 3,53 2,36 2,91 3,98

2| 1,62 | 2,065 | 2,85 | 1,97 | 2,45 | 3,37 | 22T | 2,74 | 3,75
14 | 159 | 200 | 280 | 1,90 | 2,36 | 326 | 211 | 261 | 3,59
16| 157 | 1,98 | 2,76 | 1,84 | 2,30 | 3,17 | 2,03 | 2,52 | 3,46
18] 155 | 195 | 2,72 | 1,80 | 2,25 | 3,11 | 197 | 245 | 3,37
20 | 153 | 193 | 2,70 | 1,77 | 2,21 | 3,06 | 1,93 | 240 | 3,30

25 | 150 | 1,90 | 2,65 | 1,70 | 2,13 | 295 | 1,84 | 229 | 3,16
30 | 1,47 | 187 | 261 | 166 | 2,08 | 2,8 | 1,78 | 222 | 3,06
40 | 144 | 183 | 2557 | 160 | 2,01 | 2,79 | 1,70 | 2,13 | 2,94
50 | 143 | 181 | 2554 | 156 | 1,97 | 2,74 | 1,65 | 2,07 | 2,86
100 138 | 1,76 | 246 | 147 | 186 | 2,60 | 153 | 1,93 | 2,68
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