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FOREWORD

The ASME Codes and Standards Committee for verification, validation, and uncertainty quantification in computational

0deE O dI10 Uuldtio vvVvuyuo ce [ O & S & caevelop

verification, validation, and uncertainty quantification in computational simulation of nuclear system thérmal
be¢havior. The VVUQ 30 Subcommittee’s charter is to provide the practices and procedures for verification and vali
of software used to calculate nuclear system thermal fluids behavior. While a single model may haveshany uses, cg
systems such as nuclear power plants require a collection of multiple models to be adequately tepresented. Th
fgcus of the VVUQ 30 Subcommittee is not on a single model, but a specific collection of‘coupled models (CC

Historically, one of the most challenging aspects of determining the credibility of the software” has been ensuring that

the validation is applicable to the particular scenario in the real-world system. Many, features including size, ope
cqnditions, and a heating source from fission often make it infeasible to obtain prototypical experimental data for n
system thermal fluid behavior. Due to cost and safety reasons, experimental facilities are usually scaled down fr
rdal-world plant. Thus, performing validation based on such facilities has the additional complexity (and task) of n
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td ensure that the results from validation are applicable to the real-world system. ASME VVUQ 1 defines “applicability” as

al fluid properties. However, it is impossible to perform an experiment where all factors can be maintained exa

ould be found in a real-world nuclear reactor.

This Standard, in its first edition, is intended-to provide practices and procedures for scaling analysis methodo|
Fliture revisions will be published as necessary.
Following approval by the ASME VVUQ-Standards Committee, ASME VVUQ 30.1-2024 was approved by the Am)|
htional Standards Institute on Junie 12, 2024.
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*In many other engineering communities, “software” is often used to refer to generic packages, such as commercial off-the-shelf programs, and a
specific collection of coupled models used to simulate a specific system would still be considered a model. However, the term “software” is used here to
mean the specific collection of couple models (CCM) in order to distinguish between the entire collection of models and a specific model (SM), providing a

solution based on geometric configurations and initial and boundary conditions.
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CORRESPONDENCE WITH THE VVUQ COMMITTEE

General. ASME codes and standards are developed and maintained by committees with the intent to represent the

CQTISETSUS Of CONCEITIEd MTETESTS. USErs of ASME todes and stanmdards My CoTTespoId Wit te COIITIITEES 10 P
rqvisions or cases, report errata, or request interpretations. Correspondence for this Standard should be sentto.th
sqgcretary noted on the committee’s web page, accessible at https://go.asme.org/VnVcommittee.

that appear necessary or desirable as demonstrated by the experience gained from the application of the Sta
Approved revisions will be published in the next edition of the Standard.

In addition, the committee may post errata on the committee web page. Errata become effective on the date g
Ukers can register on the committee web page to receive e-mail notifications of posted-exrrata.

This Standard is always open for comment, and the committee welcomes proposals-for revisions. Such pro|
should be as specific as possible, citing the paragraph number, the proposed wordinggand a detailed description|
rdasons for the proposal, including any pertinent background information and-supporting documentation.

Cases
(a) The most common applications for cases are

(1) to permit early implementation of a revision based on an urgént need

(2) to provide alternative requirements

(3) to allow users to gain experience with alternative or poténtial additional requirements prior to incorpg
directly into the Standard

(4) to permit the use of a new material or process
(b) Users are cautioned that not all jurisdictions or owners automatically accept cases. Cases are not to be cons
ag approving, recommending, certifying, or endorsing-ahy proprietary or specific design, or as limiting in any w
freedom of manufacturers, constructors, or owners'to’ choose any method of design or any form of constructig
nforms to the Standard.
(c) Aproposed case shall be written asa question and reply in the same format as existing cases. The proposal sh
nclude the following information:

(1) a statement of need and backgreund information

(2) the urgency of the case (e.g; the case concerns a project that is underway or imminent)

(3) the Standard and the paragraph, figure, or table number

(4) the editions of the Standard to which the proposed case applies
(d) A case is effective for use-when the public review process has been completed and it is approved by the cog
supervisory board. Appreved cases are posted on the committee web page.

(@]

—-

terpretation cam be issued only in response to a request submitted through the online Inquiry Submittal F
tps://go.asme,org/InterpretationRequest. Upon submitting the form, the inquirer will receive an autd
qmail confirming receipt.

ASME dogs not act as a consultant for specific engineering problems or for the general application or understan
tHe Standard requirements. If, based on the information submitted, it is the opinion of the committee that the in|
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e staff

Revisions and Errata. The committee processes revisions to this Standard on a periodic basis to incorporate chhanges

hdard.
osted.
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Interpretations. Upoh request, the committee will issue an interpretation of any requirement of this Standard. An

rm at
matic

ling of
quirer
uirers

should-seek assistance, the request will be returned with the recommendation that such assistance be obtained. Ing

ASME procedures provide for reconsideration of any interpretation when or if additional information that might affect

an interpretation is available. Further, persons aggrieved by an interpretation may appeal to the cognizant

ASME

committee or subcommittee. ASME does not “approve,” “certify,” “rate,” or “endorse” any item, construction, proprietary

device, or activity.

Interpretations are published in the ASME Interpretations Database at https://go.asme.org/Interpretations as they are

issued.
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wishing to attend any meeting should contact the secretary of the committee. Information on future committee meetings
can be found on the committee web page at https://go.asme.org/VnVcommittee.

viii


https://asmenormdoc.com/api2/?name=ASME VVUQ 30.1 2024.pdf

ASME VVUQ 30.1-2024

SCALING METHODOLOGIES FOR
NUCLEAR POWER SYSTEMS RESPONSES

rq
th

J1 Purpose

PURPOSE, SCOPE, INTRODUCTION, AND NOMENCLATURE

When determining the credibility of a model, a key question is what the accuracy of the computatienal model is for the
al-world conditions where the system will operate. This accuracy is called predicative capability and is often bafed on

u
1

e model validation. To estimate the model’s predictive capability, first the error of the model needs to be deterjnined
der conditions where empirical data is available. This is referred to as the validation-error. Often, based on th¢ simi-
ity of the test facilities and real-world systems, the validation error is used as an gstimate of the model’s errofy when
aking predictions on the real-world system. Thus, a key assumption is that the model's predictive capability of thie real-
rld system is similar to the model’s accuracy in predicting the empirical (experimental) data. If both systemf have

similar physical behavior, it is expected that the model’s accuracy will be similarin both systems (the real-world §ystem

all

re

o

d
ey
th

W
all

C

m
C

id the experiment).
There can be many reasons why the model’s validation error may-be very different from the model’s predlictive
pability. While experimentalists strive to ensure that the experimenipis$imilar to the real-world system, some sadrifices

often need to be made. For example, due to the large size and inherént complexity, experimental facilities used to pfovide

ita to validate models for nuclear power plant scenarios often<nust be scaled down from the true nuclear powef plant

dimensions and operational conditions (such as pressure, tetaperature, and flow rates). This may include operating the

periment at lower powers and pressures, at a reduced size, or using other fluid. While these changes may not djrectly

impactthe model validation (since validation is based onthe comparison of the empirical data to the model’s predictions),

ese changes certainly impact the applicability of the'model for the real-world system. For example, if a specific dystem
as influenced by behavior that was sensitive to-a characteristic length (e.g., hydraulic diameter), area (e.g., flow|area),

ermal fluid systems, the relevance of the empirical (experimental) data to the real-world system is determined tHrough
aling analysis. Scaling is not focused on how well the computational model predicts the empirical data (i.e., validption).
stead, scaling is focused-onifa model validated with the empirical data will be relevant to the real-world system. Iy} other
ords, scaling formalizeés-the connection between the test facility and real-world system.
This Standard provides practices and procedures for determining if experimental data (used to validate models) is

applicable to thereal-world system. Historically, such analysis has been unique for nuclear reactor applications where

nditions of fluid, both single- and two-phase, are highly size dependent due to surface-to-volume ratio, size-depgndent

interfacialshape (flow regimes), and interfacial area density. However, it is hoped that the presented scaling analyses

ethodolegies developed for the nuclear community can be used to benefit other fields of engineering and sciejce or
mbined with other methodologies already developed.

1

.2-Stope

This Standard is focused on the scaling analysis thatis used to evaluate the effects of differences (e.g., distortions) in the

phenomenological behavior of experimental facilities compared to the phenomenological behavior of the real-world
system. This includes scaling analysis methodologies for supporting the design of facilities and experiments capable of
generating data that characterize the phenomena presentin an entire system [such facilities are known as integral effects
test (IET) facilities] and in components of the system (e.g., the nuclear core or the steam generator) [such facilities are
known as separate effects test (SET) facilities].
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AltHough this best-practice Standard is focused on nuclear system applications, many portions of the methods ad
techniques discussed here can be applied to other engiiteering systems such as in chemical processing, oil and ghs

produ

1.3 Introduction
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experimental data is obtained is different from the real-world nuclear reactor. Thus, validation alone cannot ensure t
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Figure 1.3-1
Determination of Model Adequacy

Real World
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Scaling I Development
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Design \
5 4
[ _ o
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\_ :
/
Simulation of Programming
Experiment ’ 7
0 »
Vaildation Verification
Computational
Model

ction, and power generation systems based on,other fuel sources.

eneral, validation is the process of determining the degree to which a model represents the empirical data from the
ective of the context of model usesFor nuclear reactor systems, validation is the process by which the simulatign
5 from software (i.e., a collectiontof coupled models) are compared to empirical data. Generally, validation [is
med to determine if the software can be used to ensure the reactor remains safe, even under accident conditiors.
there are many challenges with such an analysis, one of the biggest concerns is that the system in which tfe
e
re adequately simulates the physics of the real-world system. Additionally, the similarity of the test facility afd
orld system mustibe'assessed. This assessment must include the degree to which the developed software results
ovide an adequate representation of the particular scenario in the real-world system. This requires the following
bnal assessments, which are independent of one another:
Perform(scaling analysis by assessing the relevance of the empirical data to the real-world system.
Perform“validation analysis by assessing the computational model’s capability to predict empirical data.
re 173*1 is amodification of the classic figure by Schlesinger et al. (1979) and provides the clear distinction betweg¢n

10(S30 ( WI1CI) cainine AAdtlon pro O cnline ] g C - pnatne real-woridg Cli

The gap between the experimental data and real-world system was recognized early in the nuclear industry, as there

might
lines i
Vali

be major differences in behavior between these two systems. This Standard focuses on the scaling activity (see blue
n Figure 1.3-1) that connects experimental data to the real-world system.
dation quantifies the error in the computational model’s simulation of the experiment (see dotted green line in

Figure 1.3-1). However, attention is required on the error in the computational model’s simulation of the real-world
system (see dotted purple line in Figure 1.3-1). Therefore, scaling is focused on ensuring that there is similarity in the
behavior between the experiment and the real-world system such that the model’s error from validation can be, based on
the similarity, used as areasonable estimate for the model’s error in predicting the real-world system. Therefore, a scaling
analysis must be performed to ensure that the model is adequate for its intended purpose.
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Scaling analyses can be thought of as a quantitative way to estimate the distortion of a test facility from a real-world
system. Scaling analysis started as an application of dimensional analysis and was followed by more complex analyses
based on the control volume and detailed coupled-physics modeling approaches. The more complex analysis compares
the phenomena that are most important in the real-world system, usually categorized by a Phenomena Identification and
Ranking Table (PIRT) (Regulatory Guide 1.203, 2005). The value of the variables associated with each important
phenomena from the experiment and from the real-world system are compared to ensure that either those variables
have the same values (e.g., dimensionless parameters like Reynolds numbers) or that the difference in the values would

not cause differences in physics (e.g., would a change in the flow area cause a different flow regime?).

By 1ts nature, scaling analysis requires a detailed understanding of the real-world system and experimental facill
phenomena of these systems and their interactions need to be well understood to rank the phenomena in PIRT})ass
variables with the phenomena, and ensure those variables have consistent values in the experiment. Howev
understanding of those phenomena and their interactions is sometimes expressed as mathematical, models.
quiently, those same mathematical models are used to generate the complex computational models.that need
validated. Thus, unlike validation, which is an independent method that can be used to detérmine how wg¢
models capture the physics of an experiment related to one phenomenon, some portions of scaling are som
de¢pendent on the applied complex mathematical models. An incorrect understandinghexpressed as an a
cqmplex mathematical model, may be revealed through high errors when performing validation. However, an ind
understanding, expressed as an applied complex mathematical model, could go unnoticéd when performing scaling
a |hierarchical approach where each phenomenon in each component and process, or interaction betwee
phenomena, can be separately analyzed first without the application of compleéx-mathematical models is a nec
part of scaling analysis.

d¢signed not to understand a component in the NPP, but a specific phenomenon. Such experiments are commonly
phenomenological tests (PTs). These experiments are typically at smaller scales and while they are primarily u
fgcus on a single phenomenon, they may be used to study the interactions of a few phenomena while in steady s
dyring transient time sequences. If the experiment is designed to 0nly study a single phenomenon (either to unde
ity general behavior or its behavior in a plant component), these experiments are called SETs, as the goal of such ¢
mients is to separate out a single effect and measures its behavior. SETs are commonly used for both model develo
(d.g., to generate data-driven models) and model validatign because it is often possible to build these experimentg
clpser to the scale of the real-world system.

There is no clear distinction on when an experiment contains too many phenomena to no longer be considered
Hpwever, when an experiment is meant to captiirte’the behavior of many interacting phenomena (e.g., many comp
of'the NPP up to and including the complete NPP), those experiments are called IETSs, as the experiments attempt

rgplicate the coupled behavior of the real-world system. While very useful for validation, IETs tend to be very exp
annd not as versatile as SETs as their data typically cannot be used to generate data-driven models. Further, IETs mal
theracting phenomena with compehsating error which could result in empirical data that may not represent th
wprld system. Therefore, the validation and assessment of CCM adequacy used to predict the behavior of a NP
rqquires a mix of data from Several SETs and IETs designed with several different scaling factors.

—

1/4 Nomenclature
1.4.1 Symbols

y. The
ociate
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to be
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pssary

For nuclear power plants (NPPs), experiments often span a broad rangef'types and scopes. Some experiments are

called
sed to
ate or
Fstand
Xperi-
bment
much

a SET.
nents
o best
Ensive
iy have
e real-

often

Symbol Definition

A Area, m?

c Normalized thermal resistance (Catton et al, 1990) in Nonmandatory Appendix A, section A-5
Cy Constituents in Figure 4-1

Cp Isobaric specific heat, J/kg K

¢y Isochoric specific heat, J/kg K

D Distortion, ratio of model (test facility) and prototype (plant) time ratios I1j,/Ilp, or ratio fractional changes Q,,/Qp
D, Pipe diameter, m

E Energy field in Figure 4-1, energy, ]

e Energy, J/kg

F Force, N

Fy Fields in Figure 4-1

f Fluid, liquid phase in Figure 4-1
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Table continued

Symbol Definition
f Decay heat fraction in Nonmandatory Appendix A, section A-5
f Time average decay heat fraction, eq. (A-5-3)
Gk Geometrical configuration in Figure 4-1
g Gas phase in Figure 4-1
H Height of model or prototype, m
h Enthalpy, J/7Kg
h. Convection heat transfer coefficient, W/m2
hgy Difference of enthalpies, J/kg
j General flux, shear stress, N/m?, in eq. (A-1-4), or heat flux, W/m? in eq. (A-1-6)
K Compliance — isentropic compressibility, m?/N
k Thermal conductivity, W/m K
K Isothermal compressibility, m?/N
Ks Isentropic compressibility, m?/N
I?pin Pin aggregate thermal conductivity, W/m K, eq. (A-5-19) (Catton et al., 1990)
L Length, m
M Mass field in Figure 4-1
M Modules in Figure 4-1
MM Momentum field in Figure 4-1
m Mass, kg
mv Momentum, kg m/s
Mass flow rate, kg/s
P Phases in Figure 4-1
P Power, W
Py Processes in Figure 4-1
p Pressure, N/m?
q Decay heat, W/m
q” Heat flux, W/m?
Q Heat transfer rate, W
R Pipe radius, m
Re Reynolds number
Radial direction, m
System in Figure 4-1
S Source terms in eqs..(5%3<1) and (5-3-2)
SSk Subsystem in Figure-4-1
s Solid phase in Figtre 4-1
T Temperature) K
Ty Bulk temperature, K
T Surface‘temperature, K
t Time, s
t Time of peak cladding temperature, s
%4 Volume, m3
Vev Comtrot-votume; m
7 Velocity, m/s
v Velocity, m/s
7 Average velocity, m/s
Vg Difference of specific volumes, m®/kg
v Volumetric flow rate, m3/s
X Direction, m
a Void fraction, volumetric concentration (in Figure 4-1)
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Table continued

Symbol Definition

B Thermal expansion coefficient, 1/K

Yy Ratio of specific heats, c,/c,

8 Small change

A Difference

At Time interval of one second, s

6 Bimenstontess—temperature

(0 Dimensionless excess pin average temperature
& Pin circumference

) Agent of change

v Kinematic viscosity, m%/s

I Time ratios in H2TS

I§; Pin aggregate Biot number, eq. (A-5-19)

p Density, kg/m>

ol Volumetric heat capacity, ]/m®K

o Shear strees, N/m?

T Residence time, s

X Summation

Y State variable per unit of volume, /m?3

b4 State variable

Y Multiplier used in egs. (A-4-1), (A-4-2), (A-4-4) and in Table A-2-1,)see eq. (A-4-3)
W Frequency or fractional rate of change, 1/s
@ Effective fractional rate of change, 1/s

0 Fractional change (effect metrics)

1.4.2 Subscripts and Superscripts

Sybscript or Superscript Definition
A Transfer area surface effects
ADS Automatic, depressurization system
b Bulk
b} Break
c Cladding
cy Control volume
Decay heat
d After scram
f Liquid phase in Figure 4-1
f Fuel in Nonmandatory Appendix A, section A-5
fgl Fluid (liquid) and gas
g Gas, vapor
i Index of constituent in egs. (5-3-1) and (5-3-2)
in| Into the control volume in Figure 5.2-1
inf Interface in Figure 5.2-1

j Index of summation

k Index of other interacting constituents in eqgs. (5-3-1) and (5-3-2)
k Index of phase in Nonmandatory Appendix A, section A-3

1 Liquid

M Model (test facility)

m Diffusion process temporal scale

net Net gain or loss

N, Nitrogen
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Definition

out Out the control volume in Figure 5.2-1
P Prototype (plant)

PP Pump power

ref Reference

R Ratio

s Cootant

s Surface

S Specific

sat Saturation in Figure 5.2-1

Sys System

T Temperature

t Time

v Vapor

4 Volumetric flow rate effects

wall Wall

w Cladding

0 Initial conditions at start of the time sequence, or reference~value
1¢l Single phase liquid in Figure 5.2-1
1¢pv Single phase vapor in Figure 5.2-1
2¢ Two phases in Figure 5.2-1

T Convection process temporal scale
+ Dimensionless, normalized

1.4.8 Abbreviations

Abbreyiation

Rate

Definition

CCM Collection of computer'models

COTS Commercial off:the-shelf program

EM Evaluation(maodel

EMDAH Evaluation model development and assessment process
FRC Fractienal rate change

FSA Fractional scaling analysis

H2TS Hierarchical, two-tiered scaling system

IETs Integral effects tests

LBLOCA Large brake loss of coolant accidents

LOCA Loss of coolant accidents

NPP Nuclear power plant

NRC Nuclear Regulatory Commission

PCT Peak cladding temperature

PIRT Phenomena Identification and Ranking Table
PTs Phenomenological tests

PWR Pressurized water reactor

SBLOCA Small break loss of coolant accident

SETs Separate effects tests

SM Specific model
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2 CREATION OF THE ADEQUACY MATRIX AND VALIDATION MATRIX USING SCALED EXPERIMENTAL

FACILITIES

Scaled experimental facilities, both IETs facilities and SETs facilities, are designed, constructed, and operated to
generate data for validation. The developed collection of coupled models (CCM) results are compared with obtained
IETs and SETs experimental data. However, the CCM results are intended to be used later for performing nuclear power
plant calculations to obtain construction and operating licenses. To use CCM for nuclear power plant calculations, an
assessment of the CCM adequacy as an additional step is needed. Because NPPs must be shown to be safe during a specific

6 afrto tH6 6 6P ato aire—3a - 5 crata a ceme a &ta a Ao

sihgle steady-state conditions at various power levels, but apply to entire envelopes of operation and accidents
v3lidation data sets used to calculate the behavior of NPPs are extensive and consist of data sets for each\post]
operational and accident scenario. A scenario is defined as the trajectory of the steady-state or transient conditio1
ate present in the NPP from the starting point of the scenario (often the steady-state operational condition when j
cihg power) to the end point of the scenario (a stable end-state point, such as a cold shutdown). Anexample of one
ost challenging scenarios is that of the maximum leak scenario which is a complete shear of the\largest pipe (ap
ately 0.86 m diameter) in the system operating at a nominal pressure of 15.7 MPa and 597 K subcooled water ten
tyre after being heated by the core. The system will depressurize to approximately 0.5 MRa-in 30 s while experier
de range of thermodynamic conditions, flow regimes, and temperature excursions,during the intervening tra
bsequently, the NPP is taken to a cold shutdown condition that will require hours/to achieve.

The data sets obtained from the scaled experimental facilities form validatien matrices that provide the bal
vdlidating the software used to perform NPP licensing calculations. Usually, thé& validation matrix is a subset
adequacy matrix. The validation matrix is related to the direct comparison of IETs and SETs experimental i
amd computational model (software) results. The adequacy matrix considers multiple SETs and IETs test 1
(dld and new) combined and obtained at different scales with different distortions. Using scaling analysis and dg
propriate dimensionless groups, experimental results from several facilities can be combined to provide the d
n¢eded to assess the adequacy of the developed software for the.real-world system. See Nonmandatory Apper
sgction A-3 as an example. The process from the point of determining the kinds of data required to be generated in
experimental facilities to the point of constructing adequacymiatrix and validation matrix for a particular type of sc
fgr an NPP is shown in simplified form in Figure 2-1.

Once the NPP and the scenario of interest have heenselected, Step I in Figure 2-1 is then performed to ident
process used to isolate the key phenomena relevantto'quantities of interest’ using phenomena identification and r:
tables (PIRT). PIRTs are generated to determiné the phenomena that must be characterized by the experiment
sdaled facilities that have been designed to adequately represent an NPP under investigation for the chosen chall
sdenarios.

Step Ilin Figure 2-1 characterizes the heeded data by defining the data range for key phenomena throughout the

S
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NPP as

a [function of the NPP component geometry, thermodynamic states, and boundary conditions. Step III in Figulre 2-1

Figure 2-1.
To satisfy the validation data needed to populate the adequacy and validation matrix, both IET- and SET-scaled fa

hilable
re 2-1
nt and
StepV

Cilities
VIl in
Hesign
hg the

in key

NPP{plant components, e.g., the core or steam generator.

Data generated by the scaled IET and SET facilities based on the specifications generated in Step V in Figure 2-1

comprise the missing factors required in the adequacy and validation matrix (see Step IX in Figure 2-1).

! The term “figures-of-merit” can be used as a synonym for “quantities of interest” (see ASME VVUQ 1).
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Figure 2-1

Process for Creating Assessment Base for Licensing Purposes: Flowchart

a. Identification of challenging scenarios.
b. Breakdown of scenarios into time sequences.

STEP I. Phenomena identification and ranking process: basis for defining adequacy
matrix and validation matrix

3 SC/

3.1 General

Mogq
and b
that w
deforr

for each time sequence.

c. Identification of quantity of interest and key phenomena for each scenario

STEP Il. Initiate effort to create software validation matrix. Gather phenomena of
importance from PIRT studies. Identify range of interest for each phenomenon.

STEP lll. Determine whether data needed for validation are available.

Already Available Data

v Additional Data Needed

STEP IV. Begin construction of
adequacy matrix and validation matrix
with available data.

STEP V. Canstruct experimental matrix
(based ondata needed).

v

STEP VI. Scaling: develop scaling approach
forlET and complementary SET and PT

v

STEP VII. Design IET facility-
Build and perform required

IET experiments. Qualify IET data.

STEP VIII. Design SET and PT facilities.
Build and perform required SET and PT
experiments. Qualify SET and PT data.

v

STEP IX. Complete construction of adequacy matrix and validation matrix.

ALING HISTORY AND TYPES

t systems ot control volumes of interest are characterized by quantities of interest and inlet, outlet, and other initi
undaryiconditions. For a fluid system, the region of interest is a control volume that is subject to many influenc
ill affect the characteristics of the control volume. In other fields, the region of interest is a solid body that c{
n ithe presence of surface forces and internal forces. In the case of the motion of a solid body, friction and extern|

al
bS
n
al

forces govern the quantity of interest such as velocity or acceleration. In all these examples, there is a quantity of interest
that characterizes the region under consideration and the set of influences that contribute to the change in the quantity of
interest. These influences? each have a different impact on the quantity of interest. Some simple examples to illustrate the
fractional changes are given by Zuber et al. (2007). A simulation model should predict the contributions of individual
influences. Scaling is used to design experiments that identify the ranking of influences in terms of their contributions.
Scaling also preserves this ranking between the actual application and surrogate tests. This ensures the relevance of data
for the validation of developed models.

2 These influences are sometimes called forcing functions.
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Scaling methodology as applied to complex systems continues to evolve. This section presents a review of past and
current practices and recent contributions to scaling for nuclear power system evaluation models and validation experi-
ments.

Aimé Vaschy and Edgar Buckingham developed Pi theorem in 1892 and 1914, respectively, based on the original work
of mathematician Joseph Bertrand in 1878. Pi theorem states that if there are n variables in a problem and these variables
contain m primary dimensions (for example, for mass, M; length, L; temperature, T; and time, t) the equation relating all of
the variables will have (n — m) dimensionless groups. This theorem provides the nondimensional groups that should be
matched for scaling, synthesizing data, or developing an empirical correlation from the data.

The advantage of PI theorem Is that equations representing processes are not necessary and only variables|of the
pyoblem need to be specified to obtain the nondimensional groups. However, this can also be a disadvantage'b¢cause
sqme important processes and representing variables might not be considered and specified. Consequently, application
of Pi theorem is limited to PTs and SETs with a small number of processes and representing variables. Hotwever} NPPs
consist of multiple interacting control volumes with multiple processes. Thus, for complex systems, such as|NPPs,
different scaling analysis approaches based on the nondimensional equations for various control volumes and professes

eneeded (Dzodzo etal,, 2019; Wulff and Rohatgi, 1998). Also, even for simpler configurations §u¢h as PTs and SE[T's, the
proaches based on the nondimensional equations and selection of only important phenomena can provide a redjuction
of the necessary dimensionless groups (see, for example, Catton et al,, 1990 and 2009, and Nonmandatory Appendix A,
sgction A-5).
The majority of IET facilities in the past were scaled based on the volumetric scaling-approach and keeping the rjatio of
power to volume in the model the same as in the prototype. An overview of test facilities built based on volumetric 4caling
approach is presented in (Glaeser and Karwat, 1993). This document gives a hrief 6verview (see section 3.2) of the|basics
ag well as advantages and disadvantages of the volumetric scaling approach.

Subsequently, the scaling was structured into a hierarchy due to thelincreased complexity of systems, subsyftems,

odules, and multiple phenomena. The hierarchy allows the systemunder consideration (i.e., the control volume]) to be
shifted as necessary. Zuber (1991) and Ishii and Kataoka (1984) have.both proposed forms of scaling for nuclear power
systems organized by hierarchy, and Zuber’s hierarchical, two<tiéred scaling (H2TS) system is an example of this basic
approach to scaling organization that has been used to assesseyaluation models used for reactor license simulatidns. An
adlditional scaling method called fractional scaling analysis.(FSA) was proposed by Wulff et al. (2009) and Zubef et al.
(4007). The FSA addresses acknowledged weaknesses inéarlier embodiments of scaling for nuclear power systems| H2TS
annd FSA are discussed in section 4.
The approach described in the evaluation model'development and assessment process (EMDAP) in Regulatory|Guide
203 (2005) invokes scaling arguments for data'selection and experiment design. However, the evaluation mode] is not
ed to inform the scaling efforts. D’Auria and-Galassi (2010) offer another structure for implementing scaling|of the
eyperiments for the assessment of nuclearpower system models that use CCM for the scaling and design of test fadilities.
One example is a three-level scaling approach by Ishii et al. (1998) and triad method scaling approach by Rgqnsom,
Wang, and Ishii (1998) where three\separate computer models for the prototype, an ideal scaled model and scaled test
facilities were used. Another example where the evaluation model was used to support scaling efforts and design of the
tgst facility is presented in Achili et al. (2011).
An overview of scaling ahalyses approaches and the new trends and developments in scaling analysis is presented in
the Organisation for Economic Co-operation and Development’s report NEA/CSNI/R(2016)14 (2017). The main differ-
emice between NEA/GSNJ/R(2016)14 and this Standard is that this Standard is focused only on the scaling analysis needed
td develop and design IET and SET facilities and evaluate effects of their distortions. Also, Nonmandatory Appepdix A
pyovides examples of scaling analysis applications.

s =

3|2 Volumetric Scaling Approach

The&majority of IET facilities in the past were scaled based on keeping the ratio of power-to-volume in the modlel the
sgmeas in the prototype. If the integral test facility operates at prototypical pressure with the same fluid and resjdence
time, the power-to-volume scaling criterion 1s as follows:

[4" X AT/Vevly = [9" X Ar/Vevlp (3-1-1)

where
A7 = transport area
q" = heat flux
Vey = control volume

Subscripts M and P indicate model (scaled test facility) and prototype (full-scale nuclear power plant), respectively.
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volumetric scaling approach can be a first step (attempt) in scaling and supporting preliminary design of the test

facilities. H2TS, or FSA, or some other scaling methodologies can be used subsequently to refine design of the test facility
and quantify and decrease scaling distortions.

The

volumetric scaling approach has some advantages, but also some disadvantages. Besides scaling the volume,

prototypical height test facilities are usually used. Figure 3.2-1 shows the schematics of the LOFT and Semiscale facilities
that use the volumetric scaling approach for the pressurized water reactor (PWR) at different volumetric and height
scales. Comparison of the two facilities shows that for smaller V =V,,/Vpand H;r =1 all vessels have the shape of elongated
vertical cylinders.

3.2,

w

(a)
effects
(b)
(c)
(d)

w

due td
prope

3.2,
as foll
(a)
vertic
VR =V
Hp) [f
frictio
(b)
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(c)
adequl
SET]
vessell

includiing fuel assemblies and steam generator.bundles might be tested to check and derive heat and mass transfer

correl

{2.1.1 Prototypical Height. The use of prototypical height enables

{2.1.2 Prototypical Pressure and Temperature. When using prototypical pressure and.temperature, distortiops

1 Advantages of the Volumetric Scaling Approach

prototypical distance between the heat source and heat sink centers to properly simulate natural convectign

both single-phase and two-phase natural convection loops to be simulated simultaneously
prototype and model fluid average cross-section velocities and residence times in the loopsto be the same
horizontal interphase areas (transfer area concentrations) to be properly scaled

the different fluid properties are not present (scaling analysis does not generate’additional terms related fo
rty distortions). This allows for easier interpretation of the results.

P Disadvantages of the Volumetric Scaling Approach. The disadvantages,of'the volumetric scaling approach afe
DWS:
If volume ratio of model (test facility) and prototype (plant) Vi = V,,/VpiSsmall, the ratio of the test facility and plaht
| side wall areas decreases only (Vy,/Vp)* times. Test facility volumeSbecome elongated narrow cylinders if factpr
/Vpis small and the height of the facility (model), Hy, is the same.asthe height of the prototype, Hp, i.e.,, Hr=1(Hy|=
r comparison, see Figure 3.2-1, illustrations (a) and (b)]. Consequently, the transfer area for heat transfer and
h on the test facility vertical side walls is larger than needed.
In the case of low volume ratios, V, [see Figure 3.2-1, illastration (b)] and the same heights, Hy, = Hp, some flojw
bs and three-dimensional effects cannot be simulated\due to the elongated or narrow domains (flow paths)
Some components (e.g., heat exchangers) might -b&represented with a limited number of tubes, which is npt
ate to address bundle effects.
s might be needed to overcome these disadvantages. For example, some components of the IET, like the reactpr
steam generator, containment, or heat exehangers, may be separately tested. Also, portions of componenits

htions, establish critical heat flux, test-fluid-structure interaction effects, etc.

40

H2TS and FSA methodologies-use’concepts from the hierarchical theory initially presented by Mesarovic, Macko, afd

Taka

ThelH2TS analysis methodology (Zuber, 1991; Zuber etal., 1998) decomposes the system and establishes a hierarchy gs

prese
FSA
(@)
(b)
(¢

HoV

RVIEW AND COMPARISON"OF H2TS AND FSA SYSTEM DECOMPOSITION AND HIERARCHY

ra (1970). Both methodelogies decompose the system into multiple control volumes.

ted in Figure 4-1.

(Zuber et al,, 2007) formally decomposes the system to only the following three levels:
system (S)

componénts (SS and M)

process (P;)

Veveér,to perform detailed FSA and locate the most important processes, information about constituents (C), phasgs

(P), g5

omeétrical configurations (GC), and fields (F) can be needed as well.

Fou

r stages of H2TS are presented in Figure 4-2. Stage 3 top-down system scaling analysis and Stage 4 bottom-up

process scaling analysis might be repeated iteratively several times. A similar flowchart can be applied for FSA.

10
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Figure 3.2-1
Comparison of Elongated Representations of Volumes in LOFT and Semiscale Mod-2A Test Facilities

Opening valves

7'\ ‘
l!,s.
SRS

Steam
generator

Pressurizer

Suppression
Vessel

Reactor
Vessel

(a) LOFT (Reeder, 1980) [Note (1]

Broken 4

loop g
Steam Intact
generator loop

Pressurizer Steam
generator

Break
assembly

(b) Semiscale Mod-2A (Loomis, 1987) [Note (2)]

NOTES:

(1) LOFT test facility volume scale: Vg = Vy,/Vp = 1/60; height scale Hg = Hp/Hy = 0.5
(2) Semiscale Mod-2A volume scale: Vg = Vy/Vp = 1/1705; height scale Hg = Hp/Hy = 1

11
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Figure 4-1

System Decomposition and Hierarchy for Processes Applied in H2TS

GENER|

System Hierarchy for processes Hierarchy for
decomposition length, time,

and volumetric

concentration
System (S) S (SS,...., SS))

LS’ TS’ aS
Jubsystem (SS) SS, SS, [ (M,,..., M)

LSS’ TSS’ aSS
Nodules (M) M, (G,~.. C)

Ly, T, am
Constituents (C) C, (g, f,s)

Le, t¢, ac
Rhases (P) g (G,,-.., G))

LCP1 Tcp; Aep
Geometrical G, G, (M, MM, E)
donfigurations (G) Lepg, Tcpa, Ccpa
Hields (F) M MM | E Py P
Rrocesses P, L P L

AL NOTE: Modified from Zuber, 1991.

12
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Figure 4-2

Four Stages of H2TS

Gl

processes to be
addressed in
bottom-up
process scaling
analyses

Stage 1 Stage 2 Stage 3 Stage 4
SYSTEM SCALE TOP-DOWN BOTTOM-UP
DECOMPOSITION IDENTIFICATION SYSTEM PROCESS
SCALING SCALING
—? qm\ml VSIS ANALYSIS
PROVIDE: PROVIDE PROVIDE: PERFORM:
System hierarchy HIERARCHY FOR: Conservation Detailed
Volumetric equations scaling
IDENTIFY for each concentrations analysis for
time sequence: important
Characteristic: Area DERIVE: processes
Constituents Concentrations Scaling groups
Phases P ti | arr:d teristi
G tri rocess time scales characteristic
o e time ratios DERIVE AND
rocesses VALIDATE:
Scaling
ESTABLISH: groups
Scaling
hierarchy
IDENTIFY:
Important

NERAL NOTE: Modified from_Zuber, 1991.
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NCEPT OF TIME-SCALE MODELING — DIMENSIONLESS GROUPS IN TERMS OF TIME RATIOS

5.1 Introduction

The
Chow

concept of time-scale modeling is used to analyze large and complex power systems. The concept is presented in
(1986) and Kline (1986). The scaling groups can be represented as the products of frequencies and times, or ratios

of twa ﬁ'pqnpn cies:

The
appro
contrd

Hov

may also be usefully decomposed into ratios of time scales.

For
conne
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relevant equdtions for scaling analysis can be derived by combining mass, momentum, and energy balance equations. Fpr

exam
Nonm

w
Mpe=w X 7= —L (5141
wy

advantage of time scaling is that multiple scaling groups needed for complex systems are derived using the sanme
hch and can be directly compared. For example, for convective process the time can be the fluid residence time in the
lvolume. Also, the reciprocal value of the residence time is the frequency of fluid replacement inthe control volunie.
Vever, traditional scaling groups, derived from dimensionless equations, associated with steady state phenomena

example, for the control volume consisting of the pipe segment length, L, equal to the. pipe diameter, D, (L = D), the
Ction between the “new” time-based dimensionless group formulation and the Reyuiélds number, Re, as a ratio pf
1 forces to viscous forces influences (as presented in dimensionless Navier-Stokes.equations), is illustrated using

lowing equation (Dzodzo, 2019):
,011ﬁ 17z 2
v L v L
Mge=Re=—2 L _PX2_ 7 2 2)xe (5-1)
v L v v v
w2 U
X

frequency w is equivalent to 72/v and the residence time’t can be represented by
L A x L \Vey

L_ . (5-18)
v A X571 Vv

T =

s, the time-ratio relation to the Reynolds number, [T, combines the processes w (inertia and viscous forces effectfs)
stem t (fluid particle residence time inside the'system) points of view. Thus, the Reynolds number presented ad a
ct of frequency and time can be used in the time-scaling concept and compared with all other dimensionless groups
on the products of time ratios. This apgroach can produce numerous comparable dimensionless groups and enabjle
is of large and complex systems.
mples of H2TS and FSA dimensionless groups derivations are available in section 5.3 and Nonmandatory Appendix
ions A-1 and A-2.
derivation of dimensionless-groups is based on nondimensional equations for multiple control volumes and
ses present in NPPs during various time sequences of the postulated accident scenarios. This part of scalipg
is is based on PIRT, and-it is important that all processes and relevant phenomena are included in the equatior
erived dimensionleéss’group is an analytical solution and the results depend on the skills of the analyst to deriye,
and derive nofidimensional equations. It is important that all equations and derived dimensionless groups afe
ed using the(same procedure so that dimensionless groups are comparable and not dependent on the arbitrajy
ofrelevantvariables (as for example in Pi theorem applications). Based on the established quantities of interest the

T »

pleCthe reactor vessel pressure response and the reactor vessel water level equations (sg¢e
andatory Appendix A, sections A-3 and A-4) can be derived by combining mass and energy balance equations.

The

[ast step in scaling analysis is quantification of the dimensionless groups. The comparison of the quantified

dimensionless groups provides an evaluation of the significance of processes and phenomena. Also, the comparison
ofthe quantified dimensionless groups for the same processes and phenomena presentin prototype and models provides
the quantitative evaluation of the model experimental results applicability and distortion. At this point the scaling
analysis depends on the previously performed uncertainty evaluation of experimental results considering uncertainties
of measurement, applied materials thermophysical properties correlations, instrumentation calibrations, and other
testing uncertainties (ASME PTC 19.1-1998; Guide to the Expression of Uncertainty in Measurement, 1995). Also,

in the

case of the quantification of prototype dimensionless groups, it is often necessary to use either interpolation

14
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or extrapolation of the test results obtained with several test facilities built with different scale factors and operated at

different fluid conditions. These uncertainties need to be evaluated previously as well.
Experimental results for various accident scenarios based on the prototype scale and conditions exist but are li

mited.

They are usually obtained by using old and decommissioned plants as test facilities. Some examples for the reactor vessels
are presented in Glaeser and Karwat (1993) and Wulff and Rohatgi (1998); some examples for containment vessels are
presented in Cron and Schrammel (1993) and Woodcock and Dzodzo (2000). However, usually the dimensions and
conditions of the new designs are not the same and experimental results need to be either interpolated or extrapolated. A
CCM which is already verified, validated, and assessed adequately can be used to perform calculations for the prototypical

cqnfiguration and conditions and quantily dimensionless groups. Also, the same CCM can be used to support the de
tHe scaled test facilities (Achili et al., 2011; Ishii et al., 1998; Ransom, Wang, and Ishii, 1998). However, in that'cz
eyentual limitations (such as heat transfer correlations and applied correlations for material properties). and
tdinties of the CCM results related to the quantified dimensionless groups need to be evaluated.

5/2 Scale Identification

Stage 2 (scale identification) for H2TS is presented in Figure 4-2. The volumetric concentrations, transfer area c
rptions, and process time scales need to be obtained for each hierarchical level.

For FSA, the scale identification stage is different due to the smaller number of hierarchical levels and the di
integral approach needed to derive equations based on the summation of agents of change effects. Instead of estab
volumetric and area concentrations and time scales for each hierarchical level, it isimportant to have information
rdtios of subvolumes occupied by single-phase liquid V, 4, single-phase vapor Vi, saturated two-phase mixture
noncondensable nitrogen gas Vy, inside the system volume (where V= V14 + Vqgy + Vo + Vaz) as shownin Figure 5.
that compressibility of each subvolume can be taken into account (Wulff\ahd Rohatgi, 1998).

In reference to Figure 5.2-1, the following must be considered inthé.system control volume V:

(a) Each subvolume, Vi4;, Vigy, V2g, Vo, may change in time, b{it the total volume V is constant.

(b) Subvolumes may interchange mass (e.g., mass flow rate ternis iy g, sat— 1¢v OF 11 41— 141,sat ) AN energy [se

(=3

(=g
=

ansfer terms (QNQ, 1¢V)int’ (Ql(ﬁv’w)im; (QN2’2¢)int’ (QN2’1¢V)int’ (Q1¢V12¢) ] at the subvolumes boundari

int
(c) Each subvolume can exchange heat with the surroumding walls (i.e., Q, dv,wall Q—Nz,wall’ Q2¢,wall’ Q Py
(d) The subvolumes may be placed anywhere in.tlie control volume and need not necessarily be continuou
symmation of all bubble volumes can represent one subvolume).
(e) There can be mass flow rates terms (i1 gj.ii5) 11 o, outs "Ny ins Ny, outs M2¢h,ins Magh,outs M1pl,ins M1l 0ut) T€l:
egch field entering or exiting the control. volume.
(f) Subcooled liquid, two-phase mixttre, vapor, or noncondensable gas can be discharged from, or into, the d
lume (see term Zj — bk V] for various break-flow volumetric flow rates).

<

All specified information needs-te be extracted from the applied evaluation models (used to support scaling an
amd later from the test facility $0 that comparisons between analysis and test results will be possible. Based on this, s
attention needs to be takeryin planning an adequate two-phase flow measurement in piping between test facility c
nts (tanks), as well as gollapsed water level and void distributions inside the components.

The control volumg in Figure 5.2-1 is applied in Nonmandatory Appendix A, section A-3 for reactor vessel pr
rgsponse and Nonmahdatory Appendix A, section A-4 for the reactor water level response.

=

5|3 Top-Down /Approach — Scaling Hierarchy

5.3.1 H2TS. In H2TS, the control volume balance equation for constituent i is
v,

= i) = 207 (i) + 5

bign of
se the
incer-

ncen-

ferent
ishing
of the
b and
P-1,s0

e heat

cS.

7a11)'
5 (e.g.,

ted to

ontrol

hlysis)
pecial
bmpo-

pssure

(5-3-1)

dt

where ; is the state variable (quantity of interest) of constituent i in volume V;
for mass: Y =p
for momentum: y = p7’

for energy: Y =p xe
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Figure 5.2-1
Subvolumes, V;, and Control Volume, V

mldw out mlq)v,in

, , ™
Q1¢v,w 7 In1¢ov,sat —-1¢v (]/Qq/

*(QNz,lq)v)int T *(Ql¢v.2¢)im
v 7

QN 2,wal ’ Vz¢

GENERAL NOTE: The figure is provided courtesy ofthe]o%al of Nuclear Engineering and Radiation Science (Dzodzo et al., 2019) and based pn
Whulff ajnd Rohatgi (1998). C)‘\\

Aftgr substituting variables in dim@less form (e.g., Vi+ =V/ Vi o y/i+ = l//i/l//i 0 ) and normalizing the equation with
the convective term V; gy o the c@ sionless form is

Qy++

o+ + —1(p. -+ + -3
= AV 2 TP (Mg A) + Tgs; (5-3p)

Q
wherd Q~®

T; 9 residence t@e of constituent i in volume V;

S
&
N §
v ;

5= —— (5-3B)
A VA

Each specific time ratio for a transfer process between constituents i and k is composed of a specific frequency and
residence time of constituent i in volume V;:

i A i A :
g = Jllf,o k0 _ | Jik,04ik,0 ‘fl,o - oSz (5-3-4)
ik

Vi,0%,0 Vio¥io \Vi0
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The comparison of the time ratios values provides an evaluation of a significance of processes on the respo

nse of

constituent i. The time-ratio magnitude scales with the importance of transfer process. Thus, after quantifying all time

ratios, all processes might be ranked based on their importance on the system. This quantification and comparison

might

supportorrevise PIRT and decrease the number of processes which need to be simulated in the test facility (if they are not
important to the system response). Thus, the top-down system approach provides a method for establishing a scaling

hierarchy.
The most important time ratios must be preserved for the prototype and the model (I1;; = I1p). The distortion
model can be estimated as in Zuber (1991):

in the

_ Ip— Iy
Ip

D

When this formulation is applied, the distortion needs to be as close as possible to zero.
Another way to estimate distortions is to calculate ratios of dimensionless groups as in Wulff'etyal. (2009)

In this case, the distortion needs to be as close as possible to one.

In the case that the distortion is |D| >1 [based on eq. (5-3-5)] or D < 0 [based on eq.{(5-3-6)] the signs for I1p and
different. This indicates that phenomena in the prototype and model are opposite;For example, heat loss instead
g4in, or condensation instead of evaporation are present in the model. These sittiations should be avoided, or the a
amce and duration should be minimized so that transfer processes play essentially the same role in the model as
prototype.

Some examples of H2TS applications related to two-phase flows ifi ¢omplex systems are available in Levy (

5.3.2 FSA. The FSA equation for the time derivative of a state variable (quantity of interest) ¥; is derived as a su
ipn over all agents of change (in fact influences) ¢;:

¥ ¥
dt  “i=1n| gt

(=g
=

= Zj: 1,n (Df

j

agents of change (influences) that are, in this*case, the power of sources or sinks ¢; = P;.
The fractional rate of change (FRC) w; of'state variable ¥; caused by agent of change ¢; is represented by

(%)
dt i

(5-3-5)

(5-3-6)

1, are
fheat
bpear-
in the
1999).

lmma-

(5-3-7)

For example, if the state variable is energy ¥; = E;the change of energy per time will be equal to the summation of all

. (5-3-8)
— _
w; = = —=
A
Then eq. (5-3-7) in diménsionless form is
+ )
d¥i = z bl % ot (5-3-9)
art j=1n ||
where
t* = dimensionless time
=Yoo xt
||C=reffective FRC of the system
=y |
EEd

To quantify the effect of a change in state variable (quantity of interest) ¥; in control volume by an amount §
reference value ¥, can be used to define fractional change (effect metric), Q;, as
o wpX ¥ xot &

£
o %o *o
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Examples for various state variables, agents of changes, FRCs, and fractional changes (effect metrices) are available in
Nonmandatory Appendix A, section A-2.

Practitioners are cautioned that the state variables are coupled, so FRC evaluations should consider all state variables,
not just measurable or measured state variables. The advantage of this derivation, compared to the classical control
volume approach in H2TS (where dimensionless numbers I1 are derived by nondimensionalization of equations for state
variables), is that each process is represented with its own agent of change.

Thus, the ratios of fractional rates of change, normalized fractional changes (effect metrics), Q;L = wj/lwl, might be

easier used for PIRT gquantification
The]| distortion of each process (agent of change) might be evaluated as in Wulff and Rohatgi (1998):

Qfy

D; = ’+ j=1,n (5-3-11)
Q!
i, P

The|distortion acceptability criteria might depend on the specified quantities of interest and design,of 1ET facilities pr
SETs. Also, even for the same IET facility and the same transient simulation, the criteria might be different for various tinpe
sequehces depending on the number of important (dominant) agents of change (influences) ¢-(efféct metrics Q). If onfly
one dgminantagent of change exists during a one-time sequence, the distortion acceptability ctiteria need to be preservé¢d
for thg corresponding effect metric ratio. The most complex case for the time sequences o¢etrs when all agents of change
are of plmost equal importance and the distortion acceptability criteria need to be presexyved for all corresponding effect
metrig¢ ratios.

Thelsynthesis of parameters governing the process is achieved by deriving and‘quantifying the effect metric Q. At the
compgnent level, the synthesis is performed on processes and the effect of each process on a state variable is analyzed by
compdring the magnitude of corresponding effect metric Q) to the effect nietric of the other processes. The importapt
procegses that must be modeled in codes and present in test facilities are identified for each componentin each row of the
system matrix presented in Figure 5.3.2-1.

At the system level, the synthesis is performed on system comporents via a system matrix as shown in Figure 5.3.2t1
whergrows are for the components and columns are for their precésses. The system matrix is different for different tinpe
sequences and the hierarchy of processes needs to be generated for each time sequence.

A r¢commendation of distortion acceptability criteria for one specific example is presented in Wulff and Rohatgi
(1998]). One example of FSA application for derivation\of time rate depressurization equation is presented in Wulff
et al. {2009).

5.4 Jombination of H2TS and FSA Approaches

The|comparison of dimensionless groups derived in H2TS and FSA, as shown in egs. (5-3-4), (5-3-7), and (5-3-8) leafls
to the|conclusion that these two approaches can be combined.

It cn be concluded that specific frequency a)ii in eq. (5-3-4) is an analog of FRC w in eq. (5-3-8):

dy

Jik,odiko| o (E) _® _ (5-441)
Vi TYRT Ty Ty T
i,0%,0

In eg. (5-4-1), the-nominator, ji od;x 0, corresponds to an agent of change ji 04k 0, = d¥/dt = ¢ and the denominatqr,
Vioid, corresponds-to the state variable Y.
Thelperiod Stineq. (5-3-10) can be the residence time z; = V})O/Vg’o asinegs. (5-3-2) to (5-3-4), or some other referenge

period 6t = Atz
Thus,sin:some cases, the derived dimensionless groups in H2TS and FSA are the same:
II; = 8; 5-4-2)

This approach can be used to quantify dimensionless groups in H2TS and relate them to only one process (instead of the
combination of several processes). Also, the equations based on the FSA approach can be derived for the hierarchical level
of interest, e.g., the system level. Wulff and Rohatgi (1998) contains some examples.

On the other hand, the FSA approach can be used to derive equations at various hierarchical levels (as in H2TS) if the
intent is to scale SETs when several processes, fields, geometrical configurations, phases, and constituencies are present.

Examples of the reactor vessel pressure and water level responses are presented in Nonmandatory Appendix A,
sections A-3 and A-4.
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Figure 5.3.2-1
Changes of System Matrix for FSA During the Duration of NPP Transient
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NERAL NOTE: The figure is provided courtesy of the Journal of NucleatZEngineering and Radiation Science (Dzodzo et al., 2019) and b
ulff and Rohatgi (1998).

5 Bottom-Up Approach

The bottom-up approach is performed only forthe processes that are identified as being important to the beha
e system in the case of IET, or component (or ntodule) in the case of SET. Thus, the bottom-up analysis is focused
ecific processes and quantification of flux)and geometrical terms present in nondimensional groups.
According to Zuber (1991, p. D-62) the*bottom-up approach has the following three important objectives:
(a) to discern the mechanisms that,govern the flux and geometrical terms

(b) to establish and validate fuinctional relations for calculating these terms

(c) to demonstrate that these_fractional relations (or models) can be applied to a full-scale system
Important objectives and. steps of the bottom-up approach are listed in Zuber (1991, pp. 19-20). For examp|

pplicability of correlations.for heat and mass transfer present in the evaluation model needs to be confirmed for

ant, and model conditions. The detailed analysis of governing mechanisms ensures that processes important to s
sponse are adequately addressed. The bottom-up scaling also confirms assumptions regarding processes tH
bolected (to establish sufficiency of scaling).

6 Two-Tiered Approach

Thetop-down approach scales the behav10r ofthe whole system and establishes 1mp0rtant processes. In the bott

hsed on

Vior of
on the

le, the
both,
ystem
at are

hm-up

down approach provides eff1c1ency and the bottom-up provides the suff1c1ency of the scaling analysis.

Examples of the two-tiered approach are available in Ishii et al. (1998) and Reyes and Hochreiter (1998). In Ishi
the dimensional groups were derived by using linear small-perturbation analysis, while in Reyes and Hochreiter, H2TS
analysis was applied.
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NONMANDATORY APPENDIX A
EXAMPLES OF EQUATIONS AND DIMENSIONLESS GROUPS
—  USED FOR SCALING ANALYSIS

A-1 THE DIMENSIONLESS GROUPS IN H2TS

A-1.1| Example 1 — Surface and Volume Effects

(a) |The dimensionless groups in H2TS (Zuber, 1991) can be represented by the ratio of surface‘effects (influences) fo
volumfetric flow rate effects (influences) on the state variable (quantity of interest) change as'shown in eq. (A-1-1) afd
Figurd A-1.1-1:

_ X Ar_ XA ey

II =wXT1 (A-141)

l//XV_l//XVCV \'%

wherd the following definitions apply:
(1) Thesurface effects are represented by j x Ay, which is the flux actingatthe transfer area multiplied by the transfp

1]
-

area.
(2) Thevolume effects are presented by w X V, which is the productof the state variable, i, per unit of volume insidle
the cantrol volume, Vcy, and the volumetric flow rate through the“control volume.
(3) The characteristic time ratio I1 represents a total change‘ratio of 1) x V (state variable 1 per volume inside the
contrql volume Vcy multiplied by the control volume V¢y).
i X A
@) o= ]xiVT = w4, represents the frequency ofthe state variable ¢ x V¢y change due to the surface transfpr
v X Vcy
effecty war

5 W . . -
(§) 7= <V represents the residence time inside the control volume V.

The increase of the flux j and transfer area/4y surface (compared to the total control volume surface) will result in an
incredse of the frequency w and time ratig II: Also, the decrease of volumetric flow rate V through the control volume V}y
will r¢sult in an increase of the residence time t and time ratio II.
. \ . 1 1%
(b) |The reciprocal value of the residence time — = %
T

sents the frequency due to theconvection (volumetric flow) effects. Thus, the dimensionless groups in H2TS can be al$o
repregented by the ratio ofSurface effects (influences) frequencies to volumetric flow rate effects (influences) frequencigs
on thg state variable (quantity of interest) change:

= wy is the frequency of the volume replacement and repre-

j X A i X A 7 4
R0 JEAT IV gy, xr= L (A-1p)
wxV  wXVoy v T oy

The| step-by-step derivation of H2TS dimensionless groups is presented in Table A-1.1-1.

(c) |Semetimes the effects on the state variable can be volumetric. For example, there can be a volumetric heat source jn
the reaetor-ressel-due-to-nevtronic-heating-orbuoyancy-effectstn-these-cases-the-dimensionlessgroupsin-H2FS-canbe
represented by the ratio of effects (influences) inside the control volume to volumetric flow rate effects (influences) on the
state variable (quantity of interest) change as shown in eq. (A-1-3):

j X V¢ j X V¢ Ve %)
n= ,CV — v TV x V= wcy X T = v (A-1-3)
yXxXV w X Vey \4 oy

where the following definitions apply:
(1) The volumetric effects are represented by jcy x Vcy, which is the volumetric source (or sink) acting at the control
volume multiplied by the control volume.
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Figure A-1.1-1

Control Volume, Transfer Area, Surface and Volume Effects, and State Variable

Ay = m x D x L — Transfer area

Jj — Flux acting at the transfer area Ay

1) — State variable
inside the control
volume ..,

V — Volumetric
flow rate

—2

Voy = m x D? x L/4 €ontrol volume

Table A-1.1-1
Examples of Derivations.of H2TS Dimensionless Groups (Time Ratios)
Variables Example 1 Example 2 Example 3
CHaracteristic length L=D L= D _R
4 2

Cqntrol volume Vey _ 2R 2

VCV_”RE VCV=7'[X(LT]X,
Tiansfer area Ar Agall = ZJTRg Ap=mXLXL
Syrface effect j Ow = 2{Vimax/R q" =h. X (T; — 1)

i / : 2 ; = 2
Vqlumetric flow rate v V = vy iR%/2 V=9xnrxL/4
Sthte variable per velume Y=Y/Vey Momentum Enthalpy

w=p XV lpszcprbszh
j X A 8 X "
Friequency of change due to the surface transfer effects w4, = jXAr Wpp = 0y = zv Wy = q" X At
T w X Voy R T pXhXVoy
R¢sidence time = VL r=-2% T= VL
Vv 2 X7 Vv
Frequency o.f the volume replacement due to the convection | wy =1/7=V/Vcy wy = 1_,4 5/R oy =1/t=V/Vey
(volumetric flow) effects T
Time ratio jXAr R 9" X Ar Vev
nm = ~ SXvU ) n=———-—- ——
XV My, = > X = P XhXVey \4
= wp. X1 R v = wp. X T
osr BELTINg o
= T 12 v = A
wy v wy
= w,T
" LX7
= L
Re
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(2) Thevolume effects are presented by 1) x V, which is the product of the state variable i per unit of volume inside the
control volume V¢y and the volumetric flow rate through the control volume.
(3) The characteristic time ratio I represents a total change ratio of ¢ x V¢y (state variable i per volume inside the
control volume Vcy multiplied by the control volume V¢y).
4 o= jov X Yov
v X oy
(or sinks) effects wcy.

= wcy represents the frequency of the state variable 1 x V¢y change due to the volumetric sources

(5) pr—=

_ vV . . L.
_I—VMWW
oy is the frequency of the volume replacement and represents the frequency due to the convection (volumet

pffects.

(6)
flow)

A-1.2
Thel

Awall = wall surface
j = average velocity
b = density

owall = wall shear stress

Bas
and m

(@)
(b)

ic

Example 2 — The Time-Ratio Relation to the Reynolds Number
time-ratio relation to the Reynolds number can be established with the H2TS approach as showh in eq. (A-1-2
jX Ar _ jX Ar VC_V
Yy X v wX Vey v

Owall x Awall Vov
P XV X Voy v

IR

(4
(A-1

bd on the solution for the laminar fully developed pipe flow veloeity profile v = vy.x(1 - r*/R?), with pipe radius|R

aximum velocity in the pipe center v, the following terms in eq. (A-1-4) can be calculated:

volumetric flow V = v, 7R/2

average velocity 7 = V/A = V/(erz) = Vnax/2

(c) wall shear o,, = |u(dv/dr)|,r = 2UVmax/R
Baspd on the spatial scale L = D/4 = R/2 defined by the transfer area concentration 1/L=A4,,/V¢y=4/D=2/R,asin Zubpr
et al,, 2007, equation (A-1-4) can be rearranged,as follows:
My, = GwaIE % Ayall % @
PRV VCV \4
2max o pRo 2R R
Z Ry 2 _ 83XV 2 (A-1F)
Vn;ax ﬂRzR 17/1'R2 R2 7
_ 2><1/x£_wr~ v _ 1
-2 7 ™ Lx% Re
wherd
u = dynamic+fluid viscosity
v = kinematic fluid viscosity
Inefy. (A=1-5), the frequency w,, = ZL,U represents the temporal scale for the diffusion process (Zuber etal., 2007) afjd
L
1%
the residence time 7 = % = ii% = % represents the temporal scale for the convection process.
v v

A-1.3 Example 3 — The Power-to-Volume Scaling Criterion

Another example, similar to the one presented in Zuber et al. (1998), is the dimensional group for heat transfer to a fluid
flowing inside a pipe. The heat flux is represented by

j=q'=h % (- ) (x1-6)
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where
h. = convective heat transfer coefficient
T, = fluid bulk temperature
T, = wall surface

The pipe is of length L, and diameter D = L. Thus, the heat transfer area is represented by

Ap=aXLXD=xXLXL (A-1-7)
And the control volume is represented by
2 2
D L
Voy=aX |—|xL=rx x|—|[xL A-1-8)
4 4
Using an average velocity, 7, the volumetric flow rate is represented by
V=vxnrxI*4 A-1-9)
The characteristic time ratio can then be formulated as shown in eq. (A-1-10):
i X A h. X (T, — T)1 X [# X L X L] "X A \%
_jxAr _ he X (T, = T)] __ 1 T eV _ . (h1-10)

W XV [chprb]x[vx”xLZM] p X h X Vos V

The characteristic frequency w specifies how many times per second the erithalpy contained in the expression p x
is|being changed due to a heat transfer at the pipe surface q" x Ar (transferprocess). The characteristic time ratio [
tdtal change ratio during the residence time 7 = Voy/V.

The power-to-volume scaling criterion [see eq. (3-1-1), repeated below] can be derived from eq. (A-1-10) if t
facility (model) operates at prototypical pressure with the same flid (o = pp) and (Anodel = Aprototype) and residence

1%, .
( FModel = TPrototype = % ) as in NPP (prototype).
[q9" X Ar/Voyly = (4" X Ar/Vevlp

Ar2 THE DIMENSIONLESS GROUPS IN FSA

To quantify the effect of a change in staté\variable (quantity of interest) ¥ in control volume by an amount §
rgference value ¥, can be used to definefractional change (effect metric), , as follows:
oV _wx¥xdét @

Q=22 20 o "5t
o o o

In eq. (A-2-1), ¢ is the agentofichange (influence) causing certain change of a state variable (quantity of interest]

tilne and is represented_by
o=
dt

Also, in eq. (A32-1), w, in units of 1/s, is the FRC of state variable ¥ and is represented by

(&) o

i d b

i xVey
isthe

he IET
times

Y, the

A-2-1)

¥ per

A-2-2)

A-2-3)

For example, if the state variable is energy E (see Table A-2-1) in the unit of joules (J), the agent of change is power,

isequal to @ =d¥/dt=dE/dt = Pin the unit of watts (W). The FRCis equal to w = (d¥/dt) /¥ = &/¥ = P/E in the units
The fractional change (effect metrics) is then equal to Q = (P/Ep) x 6t in which Ej is the reference value of e

P,and
of1/s.
nergy.

The fractional change (effect metric) €, FRC w, and agent of change @ for several state variables are presented in
Table A-2-1. As an illustration of how FSA might be used in other fields of science some variables of interest to biology and

economy are specified in the last two columns of Table A-2-1.
Based on Zuber et al. (2007), the reciprocal value of residence time (or the volume turnover time) is the v
replacement frequency, which is the temporal scale for convection process in FSA.
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o= L V. _AXiv_ 7
T 7 AXL AXL L

(A-2-4)

The temporal scale for diffusion process (Zuber et al., 2007) can be expressed as a FRC where the state variable is
momentum, ¥ =m X 7, and the agent of change is the shear force, ¢ = F,, = 0,, x 4,, at the wall (see the “Momentum”
column in Table A-2-1):

Bas
and d

In the case that multiple n agents of change ¢; (where j = 1 to n) are present, the normalized fractional change (effect

metrig

in wh
Tab)|
and s¢

W _2 _ Fw _ GWXAW
m - . —
v mX7v pPXAXLXT (A-2-5)
_ 2 XU L
> 1?

bd on the FSA approach, the Reynolds number can then be defined as the ratio of temporal scales for the convecti¢n
ffusion processes. The normalized fractional change (effect metric) Q.}'{e is then
LA
+ @ L L VXL
Of =t =L -L = = Re (a-2)
WDy ) 12
> L

Q7 can be obtained from
]
of = %
7
Q)+ Q) + -+ + a-29)
_ (Dj _ (l)j
lw; + @y + - + oy B |@]

ch @ is the effective FRC, in units of 1/s.
eA-2-lisapplied insection A-3 for areactor pressure response, section A-4 for reactor vessel water level responde,
ction A-5 on peak cladding temperature.

Table A-2-1
State Variables, Agents of Change, FRCs, and Fractional Changes (Effect Metrics)
Ecology/
State| Variable, ¥ Volume, V Mass, m Momentum, mi Energy, E Biology Economy|
Agent ¢f change Volumetric Mass flow rate Force p _dE _ Population/ Capital
. . ower ) = — =P .
&= id dilatation b — dm _ i o= d(mp) F dt biomass
dt o=V _y dt Toa
dt
(ﬁ) Volumetric w=" Mechanical w=2Y Reproductive | Economic
FRCw bk N4/ _ @ dilatation rate m impedance E force force
b4 b4 W) _ F
w="— o =——
Vv mv
Fractiopal che.mge/ (d_V) 0= Ts o = Ii 5t 0 = iét Specific Interest ratq
effec n}etrlcs o= dt 5t mo (m7), Eg growth rate
o s %
£
] oX ¥ X ot
%o
= 25
o

GENERALNOTE: The tableisreprinted from Nuclear Engineering and Design, 237, Zuber, N., Rohatgi, U. S., Wulff, W., and Catton, I.,“Application of
Fractional Scaling Analysis (FSA) to Loss of Coolant Accidents (LOCA) Methodology Development,” 1593-1607, 2007, with permission from
Elsevier.
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A-3 REACTOR VESSEL PRESSURE RESPONSE

The pressure response equation might be derived by combining the total mass and energy balances in a system c

ontrol

volume V (see Figure 5.2-1). The system control volume might be occupied by any combination of subvolumes, subcooled
single-phaseliquid V, 4, single-phase vapor V4, saturated two-phase mixture V,4, and noncondensable nitrogen gas V.,

where V = V1¢] + V1¢v + V2¢ + VNz'

The form of pressure response equation, eq. (A-3-1) derived in Wulff and Rohatgi (1998) and presented in Wulff et al.
(2009) is used for this analy51s The assumptlons and details of the derlvatlon ofthe equation are avallable in Wulff and
2% 2 e e-g n-represen e ence-pf one

5,Sys

1 Vg - Pr Pr y—19n,
P =k Z,_ bkADSVJ+ hng2®+zj= 1@1,1@u[_pQ T lep+ -
j

In eq. (A-3-1), each of the following terms in the square bracket is a rate of volume change;

(a) the sum of volumetric flow rates Zj — bLADS V;leaving (V; < 0), or entering (V; > 0) the-control volume V'th
tHe break and valve openings

(b) the rate of expansion or contraction due to the heating or cooling rate of phase change ng

(c) the rates of volumes change due to thermal expansion or contraction by netheating or cooling rate, Qnet

phase regions (like subcooled liquid Q1® jy or vapor Ql@ W)

(d) the rate of volume change due to thermal expansion by adding¢pumping power Ppp in single-phase regd
sybcooled liquid /
(e) the rate of volume changes due to the inert gas rate of heating or cooling QN2

In eq. (A-3-1), the denominator VKj is the total system elasticity or “mechanical compliance”, in which the s
entropic compressibility K gy is calculated as the volume fraction-weighted average of the isentropic compressib
c.k/c, (where k = (dp/0p)7/p represents the isothermalcompressibility), related to each subvolume V; of the g
lume V presented in Figure 5.4-1.

—
w

<

(A-3-1)

rough

ingle-

ion of

ystem
lity, x;
ontrol

= = A-3-2)
Ks,sys Zi = 1,v,25N, Ks,sysi Zi =1v2¢,N, ( s)
The summation of isentropic compressibility for each subvolume produces
cpk Vap 1 VN,
K = h — 1)+ — +——= A-3-3
$8Y8 ZJ’=L cp] {Zk—gf [h @ik = 1) k} vV p V )
j
The terms with primes ir the expression of the isentropic compressibility for two-phase mixture, represent density and
emthalpy derivatives with respect to pressure along the saturation line from Wulff et al. (2009) as follows:
, 1 V(0
P =11~ Tt fg( P) , k=g f A-3-4)
, 1 p
hk=_+Tsat(p)k __k) k=g, f A-3-5)
Table A-3-1 shows the dimensionless agents of change and fractional rates of change for terms in eq. (A-3-1).

Figure A-3-1 shows the pressurized water reactor (PWR) vessel pressure responses in dimensional form according to
eq. (A-1-1) for pressure as a function of time. These pressure responses were taken for LOFT and Semiscale facilities at

different percentages of SBLOCA.
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Table A-3-1
Definition of Dimensionless Agents of Change and Fractional Rates of Change for Pressure Response Equation
Dimensionless Agents Initial Fractional Rates
Description of Agents of Change System or Boundary Effects of Change, &, of Change, w;
Break flow, inlet and outlet v (Vbk)o
j=1 = o=
Ky ,SYS VAPO (Ks,sys) o
Phase change by heating/cooling VA At /]g 1jg\ (hz®>
j=2 ot = \"fg +fg} ( ~2®) w0y, = \ To net ,0
QZ@ KS,SYS 29 VAp (Ks sys)
Single phase thermal expansion/contraction by heating/cooling + ;
j=LvE3, 4 {ﬂ/ (” XCP)L(/, [ﬂ/ (px CF)L@ (ng)netyc
- wg, =
Qg K:-sys Ao VAP( s sys)0
E due to the heating b irculati +
jip;msnon ue to the heating by recirculation pumps . [/}/ (/)XC )]l [ﬁ/ (p X”P)L O(PPP)O
(I)PP = — Wpp\= D —
K ,Sys Vap (Ks,sys)o
Expansjon/contraction of inert gas due to heating/cooling + 1 (QN )
j=6 QNZ K:sys(f’+ + Prnin / Ap) mQN =r=2 I V7% |
2 4 V(Apo Xpo)(Ks’sys)
GENERAL NOTE: The table is based on Wulff et al. (2009) with permission from the Journal &f Fluids Engineering.
By dpplying Table A-3-1, the pressure response eq. (A-3-1) can be modified (normalized) and presented in dimensiop-
less fqrm as follows:
dpt " 4 + & + + (A-3$)
7 = “’bk(pbk + (1)2¢¢2¢ + (1)1@1 + (1)g(pg + wppPpp + L()NZ(DN2
or
“j (A-39)
i S J ot
+ ZJ = 1,6 |o| ]
where
tt |= dimensionless time
= |o| X t
|@| |= effective FRC of the system
=10
Figyre A-3-2 shows thé&\PWR vessel pressure responses in dimensionless form according to eq. (A-3-7) for fractionfal

pressure as a function’of fractional change metric. These pressure responses were taken for LOFT and Semiscale facilitigs
rent percentages of SBLOCA.

FRCs wyand dimensionless agents of change CD}L in eq. (A-3-7) are specified in Table A-3-1.

at diff]
Th

less form (see Figure A- 3 -2)asineq. (A 3-7).The agreement is reached when all test fac111t1es (presented in Figure 3.2-1)
are designed (scaled) to simulate the same PWR design and the relative simple start of an accident when the break effects
are dominant.
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Figure A-3-1
PWR Vessel Pressure Responses for Various Test Facilities in Dimensional Form
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Figure A-3-2
PWR Vessel Pressure Responses for Various Test Facilities in Dimensionless Form
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A-4 REACTOR VESSEL WATER LEVEL RESPONSE

The void fraction of the entire reactor vessels can be used for the scaling analysis for the void fraction equation (in fact,
the total reactor vessel volume Vis considered as two-phase mixture volume V4, V= V;4). The equation for void fraction
derived as in Wulff and Rohatgi (1998) can be applied for the analysis as follows:

da Vg,in - Vg,out

1
+ 2o _ Pyla (A-4-1)
dt |4 (pghng

Subktituting the time derivative of pressure, p in eq. (A-3-1), into the last term of eq. (A-4-1), eq. (A-4-1) can/be’re-
writtep as follows:

da Vg in — Vg, out . 1 ¥, Vg /.
o= B Qo | - - Vi +(Q
dt % 20 PV VK, oys Z:J=bk,ADS J hfg( 2®)net
_ (A-4)
ﬁT - ﬁT y—1 QN2
t2i= 1@1,1@(;}](1] + {ﬂ_cp Pt »
j l
Thel multiplier of p in the last term of eqgs. (A-4-1) and (A-4-2) is as follows:
v a(pghfg + pghg) + (1 = a)phi =1 (aah)

a

g hig

To gbtain the fractional rates of change and agents of change for void fraction, eq. (A-4-2) can be normalized in a similar
way ap the pressure response equation in section A-1. Equation (A*4-4) is obtained after normalization as follows:

o 4
E _ (Vg,in - Vg,out)o Vg,in - Vg,out (QZQ)O (Q2(2J>0
at v (Vg,in - Vg,out)o V(/)ghfg) %
’ (”ghfg)o
(Zj = bk,ADS VJ’) O(V’a)o ] 1 Z, — tkADS Vi : ‘1?1) el
WK, , 5,SyS . 'ﬂl 0
( S SYS)O (Ks,sys)o (Zl = bk,ADS V])O
ANE v
v, 4
[hfg]o(Qw)net’o( o 1 g (ng)net o _ .
V(Ks,sys) Ks’i @ . (Yl{l)o
0 (Ks,sys)o hfg 0(Q2®>net,0

Notp that a2« is already a dimensionless variable. After normalization the equation takes the following form|

dgt
T Eopdt +o05 dF 4o KooR 4wy Pt +wy OF oy ,0F
¢ Vg Vg,in QZQ) ng bk,ADS,p hk,ADS,p ng;}’ ng,p Ql:P QI’P QV;P Qv’p

(A-45)

(T TN B
+ wpp’pq)Pp’p + wQ-Nz’p(DQNZJP

The fractional rates of change and agent of change in eq. (A-4-4) are presented in Table A-4-1.

A-5 PEAK CLADDING TEMPERATURE

FSA is demonstrated in Catton et al. (2009) at the component level for depressurization of nuclear reactor primary
systems undergoing a large break loss of coolant accident. FSA is used to estimate peak cladding temperature (PCT) as an
example. This analysis is based on a fuel thermal analysis. The clad temperature, T, is affected by power (decay power),
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